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#### Abstract

Division property proposed by Todo at EUROCRYPT 2015 is a generalized integral property. Then, conventional bit-based division property (CBDP) and bitbased division property using three subsets (BDPT) were proposed by Todo and Morii at FSE 2016. At ASIACRYPT 2016, Xiang et al. extended Mixed Integer Linear Programming (MILP) method to search integral distinguishers based on CBDP. And at ASIACRYPT 2019, Wang et al. proposed an MILP-aided method of searching integral distinguishers based on BDPT. Although BDPT is powerful in searching integral distinguishers, the accuracy is not perfect.

For block cipher SPECK32, as the block size is only 32 bits, we can experimentally observe the behaviors of all the plaintexts under a fixed key. By testing $2^{10}$ random secret keys, we experimentally find a better integral distinguisher of 6 -round SPECK32 with 30 active bits. But this experimental integral distinguisher cannot be proved by existing methods. So there still exists a gap between the proved distinguisher and the experimental one.

To fill the gap, we explore secret keys in searching integral distinguishers based on BDPT. We put forward a situation where "Xor with The Secret Key" operation can be bypassed. Based on the new BDPT propagation rule, an improved automatic algorithm of searching integral distinguishers is proposed. For SPECK32, our improved algorithm can find the 6 -round integral distinguisher with $2^{30}$ chosen plaintexts. The gap between the proved distinguisher and the experimental one is filled. Moreover, we apply this improved method to search the integral distinguishers of SPECK, KATAN/KTANTAN, SIMON, SIMECK, SIMON(102), PRESENT and RECTANGLE block ciphers. The integral distinguishers found by our improved method are better than or consistent with the previous longest distinguishers.
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## 1 Introduction

Integral attack proposed by Knudsen and Wagner at FSE 2002 [KW02] is one of the most powerful tools used for block ciphers. It is extended from square attack [DKR97] and has been applied to many block ciphers so far, such as Rijndael [LW11], ARIA [LSL09] and Serpent [ZRHD08]. The basic idea of integral attack is to analyze the properties of corresponding ciphertexts, such as the zero-sum property.

Division property, a generalization of integral property [KW02], was proposed by Todo at EUROCRYPT 2015 [Tod15b]. It can exploit the algebraic structure of block ciphers to construct integral distinguishers even if the block ciphers have non-bijective, bit-oriented, or low-degree structures. A remarkable application is that, at CRYPTO 2015 [Tod15a], Todo applied division property to MISTY1 and achieved the first theoretical cryptanalysis of the full-round MISTY1. Then, Sun et al. $\left[\mathrm{SHZ}^{+} 17\right]$ revisited division property and studied the property of a multiset satisfying certain division property. And at CRYPTO

2016, Boura and Canteaut [BC16] introduced a new notion called parity set to exploit division property. They formulated and characterized the division property of S-box.

In order to exploit the concrete structure of round functions, Todo and Morii [TM16] proposed the notion of bit-based division property at FSE 2016. There are two kinds of bit-based division properties: conventional bit-based division property (CBDP) and bit-based division property using three subsets (BDPT). CBDP focuses on that $\bigoplus_{x \in \mathbb{X}} x^{u}$ is 0 or unknown, while BDPT focuses on that $\bigoplus_{\boldsymbol{x} \in \mathbb{X}} x^{u}$ is 0 , 1 , or unknown. Although CBDP and BDPT could find accurate integral distinguishers, the huge complexity once restricted their wide applications. At ASIACRYPT 2016, Xiang et al. [XZBL16] proposed the concept of CBDP trail and applied MILP method to search integral distinguishers based on CBDP, which allowed them to analyze block ciphers with large sizes. BDPT can find more accurate integral distinguishers than CBDP. For example, CBDP cannot prove the existence of SIMON32's 15-round integral distinguisher which is obtained by BDPT [TM16]. But the MILP modeling technique cannot solve the propagation of BDPT directly. In order to solve this problem, an automatic search for a variant BDPT with STP solver was proposed in [HW19]. But the variant BDPT sacrifices some accuracy of the original BDPT. Later, at ASIACRYPT 2019, Wang et al. $\left[\mathrm{WHG}^{+} 19\right]$ proposed the pruning properties of BDPT and modeled the propagation of BDPT accurately.

Cube attack, proposed by Dinur and Shamir [DS09] at EUROCRYPT 2009, is one of the most powerful cryptanalytic techniques against symmetric cryptosystems. The target of cube attack is to recover secret variables from the simplified polynomial called superpoly. Because traditional cube attack [DS09] regarded a cipher as black polynomial and introduced a linearity test to recover superpoly, the cube had to be limited in practical size. It is noticeable that, at CRYPTO 2017, Todo et al. treated the polynomial as non-blackbox and applied CBDP to cube attacks on stream ciphers for the first time. Due to the MILP-aided CBDP, they could evaluate the algebraic normal form of the superpoly with large cube size. Then, at CRYPTO 2018, Wang [WHT ${ }^{+} 18$ ] et al. improved it by introducing flag and term enumeration techniques. For CBDP based cube attacks, the superpolies of large cubes can be recovered by theoretical method. But the theory of CBDP cannot ensure that the superpoly of a cube is non-constant. Hence the key recovery attack may be just a distinguish attack. To solve this problem, at ASIACRYPT 2019, Wang et al. $\left[\mathrm{WHG}^{+} 19\right]$ proposed the cube attack based on BDPT and proved that BDPT without unknown subset can recover the accurate superpoly of cube attack. Then, at EUROCRYPT 2020, Hao et al. [HLM ${ }^{+}$20] proposed a new modeling method for the BDPT without unknown subset. Their algorithm is more efficient, and it can improve existing key-recovery attacks on many ciphers.

Although BDPT is powerful in searching integral distinguishers and cube attacks, the accuracy is not perfect. As pointed in [TM16], the propagation of BDPT simply regards $\bigoplus_{x \in \mathbb{X}}\left(\boldsymbol{x}^{\boldsymbol{u}_{1}} \oplus \boldsymbol{x}^{\boldsymbol{u}_{2}}\right)$ as unknown if either $\underset{x \in \mathbb{X}}{\bigoplus} x^{\boldsymbol{u}_{1}}$ or $\bigoplus_{\boldsymbol{x} \in \mathbb{X}} x^{\boldsymbol{u}_{2}}$ is unknown. That is, the bitbased division property cannot exploit the following fact that the parity $\bigoplus_{\boldsymbol{x} \in \mathbb{X}}\left(\boldsymbol{x}^{\boldsymbol{u}_{1}} \oplus \boldsymbol{x}^{\boldsymbol{u}_{2}}\right)$ may be always 0 or 1 although $\bigoplus_{\boldsymbol{x} \in \mathbb{X}} \boldsymbol{x}^{\boldsymbol{u}_{1}}$ and $\bigoplus_{\boldsymbol{x} \in \mathbb{X}} \boldsymbol{x}^{\boldsymbol{u}_{2}}$ are unknown. How to improve the accuracy of BDPT is an important issue worth studying.

### 1.1 Motivation

SPECK $\left[\mathrm{BSS}^{+} 13\right]$ is a family of lightweight block ciphers. And according to block size, SPECK family of ciphers are composed of SPECK32/48/64/96/128. For SPECK32, because the block size is only 32 bits, we can observe the behaviors of all the plaintexts under a fixed key. By testing $2^{10}$ random secret keys, we experimentally find a better integral distinguisher of 6 -round SPECK32 with 30 active bits. However, this experimental
integral distinguisher cannot be proved by existing methods. Namely, either the above experimental 6 -round distinguisher does not work for all keys or the existing methods cannot find accurate integral distinguishers. Therefore, we want to give an improved searching method to tackle this problem.

### 1.2 Our Contributions

### 1.2.1 Bypass the Influence of Some Secret Keys on BDPT Propagation

We show that there are integral properties which are beyond BDPT. The main reason is that the unknown parity may be always 0 or 1 due to the cancellation of terms which are unknown. According to the previous propagation rule of BDPT through "Xor with The Secret Key" operation, some vectors may be put into the set $\mathbb{K}$ which represents unknown. We put forward a situation where "Xor with The Secret Key" operation can be bypassed. That is, no vectors will be put into $\mathbb{K}$. Based on the new propagation rule, an improved automatic algorithm of searching integral distinguishers is proposed.

### 1.2.2 Applications

For SPECK32, our new method shows that the experimental integral distinguisher with $2^{30}$ chosen plaintexts works for all keys. The gap between the proved distinguisher and the experimental one is filled. For SPECK48/64/96, an additional integral distinguisher which has the same length with the previous longest integral distinguishers is found, respectively.

KATAN and KTANTAN [CDK09] are two families of hardware oriented ciphers. For KATAN/KTANTAN32/48, the integral distinguishers found by us are in accordance with the previous longest distinguishers [HW19]. For KATAN/KTANTAN64, we find a 73.6-round integral distinguisher which is longer than that in [HW19].

SIMON, SIMECK and SIMON(102) are lightweight block ciphers which involve only bit-wise And, Xor, and Circular shift operations. For SIMON and SIMECK family of block ciphers, the integral distinguishers found by our method are in accordance with the previous longest distinguishers. And for $\operatorname{SIMON}(102)$, we determine the accurate values of constant bits in integral distinguishers.

PRESENT and RECTANGLE are two lightweight block ciphers with SPN structure. The integral distinguishers obtained by our new searching algorithm are in accordance with the previous longest integral distinguishers.

Our improved results are listed in Table 1.

## 2 Preliminaries

### 2.1 Notations

Let $\mathbb{F}_{2}$ denote the finite field $\{0,1\}$ and $\boldsymbol{a}=\left(a_{0}, a_{1}, \ldots, a_{n-1}\right) \in \mathbb{F}_{2}^{n}$ be an $n$-bit vector, where $a_{i}$ denotes the $i$-th bit of $\boldsymbol{a}$. For $n$-bit vectors $\boldsymbol{x}$ and $\boldsymbol{u}$, define $\boldsymbol{x}^{\boldsymbol{u}}=\prod_{i=0}^{n-1} x_{i}^{u_{i}}$. Then, for any $\boldsymbol{k} \in \mathbb{F}_{2}^{n}$ and $\boldsymbol{k}^{\prime} \in \mathbb{F}_{2}^{n}$, define $\boldsymbol{k} \succeq \boldsymbol{k}^{\prime}$ if $k_{i} \geq k_{i}^{\prime}$ holds for all $i=0,1, \ldots, n-1$, and define $\boldsymbol{k} \succ \boldsymbol{k}^{\prime}$ if $k_{i}>k_{i}^{\prime}$ holds for all $i=0,1, \ldots, n-1$. For a subset $I \subset\{0,1, \ldots, n-1\}, \boldsymbol{u}_{I}$ denotes an $n$-dimensional bit vector $\left(u_{0}, u_{1}, \ldots, u_{n-1}\right)$ satisfying $u_{i}=1$ if $i \in I$ and $u_{i}=0$ otherwise. We simply write $\mathbb{K} \leftarrow \boldsymbol{k}$ when $\mathbb{K}=\mathbb{K} \cup\{\boldsymbol{k}\}$ and $\mathbb{K} \rightarrow \boldsymbol{k}$ when $\mathbb{K}=\mathbb{K} \backslash\{\boldsymbol{k}\}$. And $|\mathbb{K}|$ denotes the number of elements in the set $\mathbb{K}$.

### 2.2 Mixed Integer Linear Programming

MILP is a kind of optimization or feasibility program whose objective function and constraints are linear, and the variables can be continuous or integers. Generally, an

Table 1: Summarization of improved integral distinguishers

| Cipher | Data | Round* | Number of constant bits | Number of distinguisher | Time | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SPECK32 | $2^{31}$ | 7 | 1 | 2 | 3.5 m | [HW19, SWW17] |
|  | $2^{30}$ | 7 | 1 | 1 | 1 h 5 m | Sect. 4.1 |
| SPECK48 | $2^{45}$ | 7 | 1 | 1 | $<6 \mathrm{~m}$ | [SWW17] |
|  | $2^{45}$ | 7 | 1 | 2 | 12 h 57 m | Sect. 4.1 |
| SPECK64 | $2^{61}$ | 7 | 1 | 1 | $<6 \mathrm{~m}$ | [SWW17] |
|  | $2^{61}$ | 7 | 1 | 2 | 17 h 40 m | Sect. 4.1 |
| SPECK96 | $2^{93}$ | 7 | 1 | 1 | $<6 \mathrm{~m}$ | [SWW17] |
|  | $2^{93}$ | 7 | 1 | 2 | 7 d 10 h 25 m | Sect. 4.1 |
| KATAN/KTANTAN64 | $2^{63}$ | 72.3 | 2 | 1 | 18 m | [HW19] |
|  |  | 73.6 | 1 | 1 | 44 h 24 m | Sect. 4.2 |
| SIMON(102)32 | $2^{31}$ | 20 | 3 | 32 | 25 s | [HW19] |
|  |  | 20 | 3 $\ddagger$ | 32 | 22 m | Sect. 4.3 |
| SIMON(102)48 | $2^{47}$ | 28 | 3 | 48 | 9.3 s | [HW19] |
|  |  | 28 | 3 $\ddagger$ | 48 | 1 h 10 m | Sect. 4.3 |
| SIMON(102)64 | $2^{63}$ | 36 | 3 | 64 | 1.1 h | [HW19] |
|  |  | 36 | 3 $\ddagger$ | 64 | 3 h 27 m | Sect. 4.3 |

* Generally, the input multiset of BDPT should satisfy the condition that some bits are active and the others are constant. For SPECK, SIMON, SIMECK, SIMON(102) family of block ciphers, since the round keys are xored into the state after the round functions, we can add one more round before the distinguishers using the technique in $\left[\mathrm{WLV}^{+} 14\right]$. And these extended integral distinguishers cannot be found by our method directly. The results of SPECK and SIMON(102) presented in the third column of Table 1 have been added by one round.
$\ddagger$ For SIMON(102), the accurate values of some constant bits are unknown in previous integral distinguishers. We determine the accurate values of constant bits.

MILP model $\mathcal{M}$ consists of variables $\mathcal{M}$.var, constrains $\mathcal{M}$.con, and the objective function $\mathcal{M} . o b j$. MILP models can be solved by solver like Gurobi [GRB]. If there is no feasible solution, the solver will returns infeasible. And if there are feasible solutions, the solver will returns the optimal value of the objective function. When there is no objective function in $\mathcal{M}$, the MILP solver will only return whether $\mathcal{M}$ is feasible or not.

### 2.3 Bit-based Division Property

Two kinds of bit-based division property (CBDP and BDPT) were introduced by Todo and Morii at FSE 2016 [TM16]. Their definitions are as follows.

Definition 1. (CBDP [TM16]). Let $\mathbb{X}$ be a multiset whose elements take a value of $\mathbb{F}_{2}^{n}$. When the multiset $\mathbb{X}$ has the $C B D P \mathcal{D}_{\mathbb{K}}^{1^{n}}$, where $\mathbb{K}$ denotes a set of n-dimensional bit vectors, it fulfills the following conditions:

$$
\bigoplus_{\boldsymbol{x} \in \mathbb{X}} x^{\boldsymbol{u}}= \begin{cases}\text { unknown, } & \text { if there exists } \boldsymbol{k} \in \mathbb{K} \text { satisfying } \boldsymbol{u} \succeq \boldsymbol{k}, \\ 0, & \text { otherwise }\end{cases}
$$

Definition 2. (BDPT [TM16]). Let $\mathbb{X}$ be a multiset whose elements take a value of $\mathbb{F}_{2}^{n}$. Let $\mathbb{K}$ and $\mathbb{L}$ be two sets whose elements take $n$-dimensional bit vectors. When the multiset $\mathbb{X}$ has the BDPT $\mathcal{D}_{\mathbb{K}, \mathbb{L}}^{1^{n}}$, it fulfills the following conditions:

$$
\bigoplus_{\boldsymbol{x} \in \mathbb{X}} x^{\boldsymbol{u}}= \begin{cases}\text { unknown, } & \text { if there is } \boldsymbol{k} \in \mathbb{K} \text { satisfying } \boldsymbol{u} \succeq \boldsymbol{k} \\ 1, & \text { else if there is } \boldsymbol{\ell} \in \mathbb{L} \text { satisfying } \boldsymbol{u}=\boldsymbol{\ell} \\ 0, & \text { otherwise }\end{cases}
$$

According to [TM16], if there are $\boldsymbol{k} \in \mathbb{K}$ and $\boldsymbol{k}^{\prime} \in \mathbb{K}$ satisfying $\boldsymbol{k} \succeq \boldsymbol{k}^{\prime}, \boldsymbol{k}$ can be removed from $\mathbb{K}$ because the vector $\boldsymbol{k}$ is redundant. This progress is denoted as Reduce $\boldsymbol{O}(\mathbb{K})$. And if there are $\boldsymbol{\ell} \in \mathbb{L}$ and $\boldsymbol{k} \in \mathbb{K}$ satisfying $\boldsymbol{\ell} \succeq \boldsymbol{k}$, the vector $\boldsymbol{\ell}$ can also be removed from $\mathbb{L}$. This progress is denoted as Reduce $\mathbf{1}(\mathbb{K}, \mathbb{L})$. For any $\boldsymbol{u}$, the redundant vectors in $\mathbb{K}$ and $\mathbb{L}$ will not affect the value of $\bigoplus x^{u}$.
$\boldsymbol{x} \in \mathbb{X}$.
The propagation rules of $\mathbb{K}$ in CBDP are the same with BDPT. So we only introduce the propagation rules of BDPT which are needed in this paper.

BDPT Rule 1 (Xor with The Secret Key [TM16]). Let $\mathbb{X}$ be the input multiset satisfying $\mathcal{D}_{\mathbb{K}, \mathbb{L}}^{1^{n}}$. For the input $\boldsymbol{x} \in \mathbb{X}$, the output $\boldsymbol{y} \in \mathbb{Y}$ is $\boldsymbol{y}=\left(x_{0}, \ldots, x_{i-1}, x_{i} \oplus r_{k}, x_{i+1}, \ldots, x_{n-1}\right)$, where $r_{k}$ is the secret key. Then, the output multiset $\mathbb{Y}$ has $\mathcal{D}_{\mathbb{K}^{\prime}, \mathbb{L}^{\prime}}^{1 n}$, where $\mathbb{K}^{\prime}$ and $\mathbb{L}^{\prime}$ are computed as

$$
\begin{aligned}
& \mathbb{L}^{\prime} \leftarrow \boldsymbol{\ell}, \text { for } \boldsymbol{\ell} \in \mathbb{L} \\
& \mathbb{K}^{\prime} \leftarrow \boldsymbol{k}, \text { for } \boldsymbol{k} \in \mathbb{K} \\
& \mathbb{K}^{\prime} \leftarrow\left(\ell_{0}, \ell_{1}, \ldots, \ell_{i} \vee 1, \ldots, \ell_{n-1}\right), \text { for } \boldsymbol{\ell} \in \mathbb{L} \text { satisfying } \ell_{i}=0
\end{aligned}
$$

BDPT Rule 2 (S-box [WHG ${ }^{+} \mathbf{1 9 ]}$ ). For an $S$-box: $\mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{m}$, let $\boldsymbol{x}=\left(x_{0}, x_{1}, \ldots, x_{n-1}\right)$ and $\boldsymbol{y}=\left(y_{0}, y_{1}, \ldots, y_{m-1}\right)$ denote the input and output variables. And every $y_{i}, i \in$ $\{0,1, \ldots, m-1\}$ can be expressed as a boolean function of $\left(x_{0}, x_{1}, \ldots, x_{n-1}\right)$. If the input BDPT of $S$-box is $\mathcal{D}_{\mathbb{K}, \mathbb{L}=\{\ell\}}^{1^{n}}$, then the output BDPT of $S$-box can be calculated by $\mathcal{D}_{\text {Reduce }}(\mathbb{K})$, Reduce $1(\mathbb{K}, \mathbb{L})$, where

$$
\begin{aligned}
& \underline{\mathbb{K}}=\left\{\boldsymbol{u}^{\prime} \in \mathbb{F}_{2}^{m} \mid \text { for any } \boldsymbol{u} \in \mathbb{K}, \text { if } \boldsymbol{y}^{\boldsymbol{u}^{\prime}} \text { contains any term } \boldsymbol{x}^{\boldsymbol{v}} \text { satisfying } \boldsymbol{v} \succeq \boldsymbol{u}\right\}, \\
& \underline{\mathbb{L}}=\left\{\boldsymbol{u} \in \mathbb{F}_{2}^{m} \mid \boldsymbol{y}^{\boldsymbol{u}} \text { contains the term } \boldsymbol{x}^{\ell}\right\} .
\end{aligned}
$$

### 2.4 The MILP Model for CBDP

At ASIACRYPT 2016, Xiang et al. [XZBL16] applied MILP method to search integral distinguishers based on CBDP, which allowed them to analyze block ciphers with large sizes. Firstly, they introduced the concept of CBDP trail as follows.
Definition 3. (CBDP Trail [XZBL16]). When considering the propagation of the $C B D P\left\{\boldsymbol{k}_{I}\right\} \stackrel{\text { def }}{=} \mathbb{K}_{0} \rightarrow \mathbb{K}_{1} \rightarrow \cdots \rightarrow \mathbb{K}_{r}$, for any vector $\boldsymbol{k}_{i+1} \in \mathbb{K}_{i+1}$, there must exist a vector $\boldsymbol{k}_{i} \in \mathbb{K}_{i}$ such that $\boldsymbol{k}_{i}$ can propagate to $\boldsymbol{k}_{i+1}$ by the propagation rules of CBDP. For $\left(\boldsymbol{k}_{0}, \boldsymbol{k}_{1}, \ldots, \boldsymbol{k}_{r}\right) \in \mathbb{K}_{0} \times \mathbb{K}_{1} \times \cdots \times \mathbb{K}_{r}$, if $\boldsymbol{k}_{i}$ can propagate to $\boldsymbol{k}_{i+1}$ for all $i \in\{0,1, \ldots r-1\}$, then $\boldsymbol{k}_{0} \rightarrow \boldsymbol{k}_{1} \rightarrow \cdots \rightarrow \boldsymbol{k}_{r}$ is called an r-round CBDP trail.

Let $E$ be a block cipher of size $n$. For indices set $I=\left\{i_{0}, \ldots, i_{|I|-1}\right\} \subset\{0, \ldots, n-1\}$, we can prepare $2^{|I|}$ chosen plaintexts where variables indexed by $I$ are taking all possible combinations of values and the other variables are set to constants. The CBDP of such chosen plaintexts is $\mathcal{D}_{\mathbb{K}_{0}=\left\{\boldsymbol{k}_{I}\right\}}^{1}$. Let $\mathcal{L}$ denote a linear inequality system whose feasible solutions are all CBDP trails which start from the given CBDP $\mathcal{D}_{\mathbb{K}_{0}=\left\{\boldsymbol{k}_{\boldsymbol{I}}\right\}}^{1}$. If the $\operatorname{CBDP}$ trail $\boldsymbol{k}_{I} \xrightarrow{E} \boldsymbol{e}_{m}$ is not the solution of $\mathcal{L}$, then the $m$-th output bit of cipher $E$ is balanced. And if all the CBDP trails $\boldsymbol{k}_{I} \xrightarrow{E} \boldsymbol{e}_{m}, m \in\{0,1, \ldots, n-1\}$ are the solutions of $\mathcal{L}$, the CBDP propagation should stop and there is no integral distinguisher.

The algorithm of searching integral distinguishers based on CBDP is denoted as $\operatorname{CBDP}\left(E, \mathcal{D}_{\mathbb{K}_{0}}^{1{ }^{n}}, m\right)$, where $E$ is a cipher, $\mathcal{D}_{\mathbb{K}_{0}}^{1^{n}}$ is the input CBDP of $E$ and $m$ is an integer. The algorithm $C B D P\left(E, \mathcal{D}_{\mathbb{K}_{0}}^{1}, m\right)$ will return unknown or 0 . That means the sum of the $m$-th output bit of $E$ is unknown or 0 , correspondingly. For more details, please refer to [XZBL16].

### 2.5 The MILP-aided Method of Searching BDPT

Recently, an MILP-aided method of searching integral distinguishers based on BDPT was proposed in $\left[\mathrm{WHG}^{+} 19\right]$. The main insights are the pruning techniques and stopping rules of BDPT as follows. For more information, please refer to $\left[\mathrm{WHG}^{+} 19\right]$.

Let $E(\boldsymbol{x})=f_{l-1} \circ f_{l-2} \circ \cdots \circ f_{0}(\boldsymbol{x})$ be a cipher, where $\boldsymbol{x} \in \mathbb{F}_{2}^{n}$ is the input variables. For the initial multiset $\mathbb{X}$ satisfying $\mathcal{D}_{\mathbb{K}_{0}, \mathbb{L}_{0}}^{1 n}$, let $\mathcal{D}_{\mathbb{K}_{i}, \mathbb{L}_{i}}^{1^{n}}$ be the input BDPT of $\overline{E_{i}}=f_{l-1} \circ \cdots \circ f_{i}$, where $0 \leq i \leq l-1$. And the output BDPT of $E$ is denoted as $\mathcal{D}_{\mathbb{K}_{l}, \mathbb{L}_{l}}^{n}$.
Theorem 1. (Prune $\mathbb{K}\left[\mathbf{W H G}^{+} \mathbf{1 9 ]}\right.$ ) For any vector $\boldsymbol{k} \in \mathbb{K}_{i}$, if there is no CBDP trail such that $\boldsymbol{k} \xrightarrow{\overline{E_{i}}} \boldsymbol{e}_{m}$, the BDPT propagation of $\mathcal{D}_{\mathbb{K}_{i}, \mathbb{L}_{i}}^{1_{i}}$ is equivalent to that of $\mathcal{D}_{\mathbb{K}_{i} \rightarrow \boldsymbol{k}, \mathbb{L}_{i}}^{1^{n}}$ on whether $\boldsymbol{e}_{m} \in \mathbb{K}_{l}$ and $\boldsymbol{e}_{m} \in \mathbb{L}_{l}$ or not.
Theorem 2. (Prune $\left.\mathbb{L}\left[\mathbf{W H G}^{+} 19\right]\right)$ For any vector $\ell \in \mathbb{L}_{i}$, if there is no CBDP trail such that $\boldsymbol{\ell} \xrightarrow{\overline{E_{i}}} \boldsymbol{e}_{m}$, the BDPT propagation of $\mathcal{D}_{\mathbb{K}_{i}, \mathbb{L}_{i}}^{\mathbb{L}_{i}}$ is equivalent to that of $\mathcal{D}_{\mathbb{K}_{i}, \mathbb{L}_{i} \rightarrow \ell}^{1^{n}}$ on whether $\boldsymbol{e}_{m} \in \mathbb{K}_{l}$ and $\boldsymbol{e}_{m} \in \mathbb{L}_{l}$ or not.
Stopping Rule 1. [WHG ${ }^{+} \mathbf{1 9 ]}$ For any vector $\boldsymbol{k} \in \mathbb{K}_{i}$, if there is CBDP trail such that $\boldsymbol{k} \xrightarrow{\overline{E_{i}}} \boldsymbol{e}_{m}$, we stop the process and obtain that the m-th output bit of $E$ is unknown.

Stopping Rule 2. [WHG ${ }^{+} \mathbf{1 9 ]}$ After considering Stopping Rule 1, we use Theorem 2 to remove the redundant vectors in the set $\mathbb{L}_{i}$. If there is still vector $\boldsymbol{\ell} \in \mathbb{L}_{i}$, we cannot stop the procedure and $\ell$ should be propagated to next part based on BDPT propagation rules. If there is no vector in $\mathbb{L}_{i}$, we can get that the $m$-th output bit of $E$ is balanced.

Stopping Rule 3. $\left[\mathbf{W H G}^{+} 19\right]$ If the process does not stop even the output BDPT of $E$ is got, namely, $\mathbb{K}_{l}=\emptyset$ and $\mathbb{L}_{l}=\left\{\boldsymbol{e}_{m}\right\}$. Then, we find an integral distinguisher whose sum of the m-th output bit is 1 .

The algorithm of searching integral distinguishers based on BDPT is denoted as $\operatorname{BDPT}\left(E, \mathcal{D}_{\mathbb{K}_{0}, \mathbb{L}_{0}}^{1^{n}}, m\right)$, where $E$ is a cipher, $\mathcal{D}_{\mathbb{K}_{0}, \mathbb{L}_{0}}^{1^{n}}$ is the input BDPT of $E$ and $m$ is an integer. According to the above three stopping rules, the algorithm $B D P T\left(E, \mathcal{D}_{\mathbb{K}_{0}}^{1 n}, \mathbb{L}_{0}, m\right)$ will return unknown or 0 or 1 . That means the sum of the $m$-th output bit of $E$ is unknown or 0 or 1 , correspondingly.

## 3 Exploring Secret Keys in the Propagation of BDPT

### 3.1 The Integral Property Which is Beyond BDPT

As pointed in [TM16], the propagation of BDPT simply regards $\bigoplus_{\boldsymbol{x} \in \mathbb{X}}\left(\boldsymbol{x}^{\boldsymbol{u}_{1}} \oplus \boldsymbol{x}^{\boldsymbol{u}_{2}}\right)$ as unknown if either $\bigoplus_{\boldsymbol{x} \in \mathbb{X}} \boldsymbol{x}^{\boldsymbol{u}_{1}}$ or $\bigoplus_{\boldsymbol{x} \in \mathbb{X}} \boldsymbol{x}^{\boldsymbol{u}_{2}}$ is unknown. That is, BDPT cannot exploit the fact that the parity $\bigoplus_{\boldsymbol{x} \in \mathbb{X}}\left(\boldsymbol{x}^{\boldsymbol{u}_{1}} \oplus \boldsymbol{x}^{\boldsymbol{u}_{2}}\right)$ may be always 0 or 1 although $\bigoplus_{\boldsymbol{x} \in \mathbb{X}} \boldsymbol{x}^{\boldsymbol{u}_{1}}$ and $\bigoplus_{\boldsymbol{x} \in \mathbb{X}} \boldsymbol{x}^{\boldsymbol{u}_{2}}$ are unknown. We show it by giving a simple example.

Example 1. Let $F\left(\boldsymbol{x}, r_{k}\right)=f_{1}\left(f_{0}\left(\boldsymbol{x}, r_{k}\right)\right)$ be a function, where $r_{k} \in \mathbb{F}_{2}$ is the secret key, $\boldsymbol{x}=\left(x_{0}, x_{1}, x_{2}, x_{3}\right) \in \mathbb{F}_{2}^{4}$ and

$$
\begin{aligned}
& \boldsymbol{y}=f_{0}\left(\boldsymbol{x}, r_{k}\right)=\left(x_{0}, x_{1}, x_{2} \oplus r_{k}, x_{3}\right) \\
& \boldsymbol{z}=f_{1}(\boldsymbol{y})=\left(y_{0} y_{1} y_{2} \oplus y_{0} y_{1} y_{2} y_{3}, y_{0}, y_{1}, y_{3}\right)
\end{aligned}
$$

 BDPT Rule 1 (Xor with The Secret Key), the BDPT of $\mathbb{Y}=\left\{\boldsymbol{y} \mid \boldsymbol{y}=f_{0}(\boldsymbol{x}), \boldsymbol{x} \in \mathbb{X}\right\}$
is $\mathcal{D}_{\mathbb{K}_{1}=\{(1,1,1,0)\}, \mathbb{L}_{1}=\{(1,1,0,1),(1,1,0,0)\}}^{1^{4}}$. Let the BDPT of $\mathbb{Z}=\left\{\boldsymbol{z} \mid \boldsymbol{z}=f_{1}(\boldsymbol{y}), \boldsymbol{y} \in \mathbb{Y}\right\}$ be $\mathcal{D}_{\mathbb{K}_{2}, \mathbb{L}_{2}}^{14}$. We can view the function $f_{1}(\boldsymbol{y})$ as an S-box, then we know $(1,0,0,0) \in \mathbb{K}_{2}$ according to the BDPT Rule 2 (S-box). That means $\bigoplus_{\boldsymbol{x} \in \mathbb{X}} F\left(\boldsymbol{x}, r_{k}\right)^{(1,0,0,0)}$ is unknown. However, we can get the following equation:

$$
\begin{aligned}
\bigoplus_{\boldsymbol{x} \in \mathbb{X}} F\left(\boldsymbol{x}, r_{k}\right)^{(1,0,0,0)} & =\bigoplus_{\boldsymbol{x} \in \mathbb{X}} x_{0} x_{1}\left(x_{2} \oplus r_{k}\right) \oplus x_{0} x_{1}\left(x_{2} \oplus r_{k}\right) x_{3} \\
& =\bigoplus_{\boldsymbol{x} \in \mathbb{X}} x_{0} x_{1} x_{2} \oplus \bigoplus_{\boldsymbol{x} \in \mathbb{X}} x_{0} x_{1} x_{2} x_{3} \oplus r_{k} \bigoplus_{\boldsymbol{x} \in \mathbb{X}}\left(x_{0} x_{1} \oplus x_{0} x_{1} x_{3}\right) \\
& =0 \oplus 0 \oplus r_{k}(1 \oplus 1)=0
\end{aligned}
$$

Therefore, $\bigoplus_{\boldsymbol{x} \in \mathbb{X}} F\left(\boldsymbol{x}, r_{k}\right)^{(1,0,0,0)}$ is always 0 not unknown.
According to Example 1, the two unknown parities $\underset{\boldsymbol{x} \in \mathbb{X}}{ } x_{0} x_{1} r_{k}$ and $\underset{\boldsymbol{x} \in \mathbb{X}}{ } x_{0} x_{1} x_{3} r_{k}$ can be cancelled with each other. But the propagation rules of division property set $\mathbb{K}$ cannot exploring the above cancelling property. From the BDPT Rule 1 (Xor with The Secret Key), the set $\mathbb{L}$ may generate some vectors which should be added into $\mathbb{K}$. Therefore, if we can prevent vectors from being added to the set $\mathbb{K}$, the accuracy of BDPT will be improved.

### 3.2 Bypass the Influence of Some Secret Keys on BDPT

Before researching the influence of secret keys on BDPT, we firstly propose a lemma.
Lemma 1. Let $\mathbb{X}$ be the input multiset satisfying $\mathcal{D}_{\mathbb{K}, \mathbb{L}}^{1 n}$. For the input $\boldsymbol{x} \in \mathbb{X}$, the output $\boldsymbol{y} \in \mathbb{Y}$ is computed as $\boldsymbol{y}=\left(x_{0}, \ldots, x_{i-1}, x_{i} \oplus 0, x_{i+1}, \ldots, x_{n-1}\right)=\boldsymbol{x}$ and the output $\boldsymbol{z} \in \mathbb{Z}$ is computed as $\boldsymbol{z}=\left(x_{0}, \ldots, x_{i-1}, x_{i} \oplus 1, x_{i+1}, \ldots, x_{n-1}\right)=\boldsymbol{x} \oplus \boldsymbol{e}_{i}$, where $\boldsymbol{e}_{i}$ is the unit vector whose only $i$-th bit is 1 . Then, the multiset $\mathbb{Y} \bigcup \mathbb{Z}$ has BDPT $\mathcal{D}_{\mathbb{K}^{\prime}=\mathbb{K}, \mathbb{L}^{\prime}=\mathbb{L}}^{1}$, where

$$
\underline{\mathbb{L}}=\left\{\left(\ell_{0}, \ell_{1}, \ldots, \ell_{i} \vee 1, \ldots, \ell_{n-1}\right) \mid \ell \in \mathbb{L} \text { satisfying } \ell_{i}=0\right\}
$$

Proof. For any $\boldsymbol{u} \in \mathbb{F}_{2}^{n}$, let $\underline{\boldsymbol{u}}=\left(u_{0}, \ldots, u_{i-1}, 0, u_{i+1}, \ldots, u_{n-1}\right)$. Then, we have

$$
\bigoplus_{\boldsymbol{a} \in \mathbb{Y} \bigcup \mathbb{Z}} \boldsymbol{a}^{\boldsymbol{u}}=\bigoplus_{\boldsymbol{y} \in \mathbb{Y}} \boldsymbol{y}^{\boldsymbol{u}} \oplus \bigoplus_{\boldsymbol{z} \in \mathbb{Z}} \boldsymbol{z}^{\boldsymbol{u}}=\bigoplus_{\boldsymbol{x} \in \mathbb{X}} x^{\boldsymbol{u}} \oplus \bigoplus_{\boldsymbol{x} \in \mathbb{X}}\left(\boldsymbol{x} \oplus \boldsymbol{e}_{i}\right)^{\boldsymbol{u}}=\bigoplus_{\boldsymbol{x} \in \mathbb{X}} x^{\underline{u}} x_{i}^{u_{i}} \oplus \bigoplus_{\boldsymbol{x} \in \mathbb{X}} x^{\underline{u}}\left(x_{i} \oplus e_{i}\right)^{u_{i}}
$$

When $u_{i}=0$, we have

$$
\begin{equation*}
\bigoplus_{\boldsymbol{a} \in \mathbb{Y} \bigcup \mathbb{Z}} \boldsymbol{a}^{\boldsymbol{u}}=\bigoplus_{\boldsymbol{x} \in \mathbb{X}} x^{\underline{u}} x_{i}^{u_{i}} \oplus \bigoplus_{\boldsymbol{x} \in \mathbb{X}} x^{\underline{u}}\left(x_{i} \oplus e_{i}\right)^{u_{i}}=\bigoplus_{\boldsymbol{x} \in \mathbb{X}} x^{\underline{\boldsymbol{u}}} \oplus \bigoplus_{\boldsymbol{x} \in \mathbb{X}} x^{\underline{u}}=0 \tag{1}
\end{equation*}
$$

Therefore, the output BDPT of the multiset $\mathbb{Y} \bigcup \mathbb{Z}$ can be obtained by the vectors $\boldsymbol{u} \in \mathbb{F}_{2}^{n}$ satisfying $u_{i}=1$, denoted as $\mathcal{D}_{\mathbb{K}^{\prime}, \mathbb{L}^{\prime}}^{1^{n}}$. When $u_{i}=1$, we have

$$
\bigoplus_{\boldsymbol{a} \in \mathbb{Y} \bigcup \mathbb{Z}} \boldsymbol{a}^{\boldsymbol{u}}=\bigoplus_{\boldsymbol{x} \in \mathbb{X}} x^{\underline{\boldsymbol{u}}} x_{i}^{u_{i}} \oplus \bigoplus_{\boldsymbol{x} \in \mathbb{X}} x^{\underline{\boldsymbol{u}}}\left(x_{i} \oplus e_{i}\right)^{u_{i}}=\bigoplus_{\boldsymbol{x} \in \mathbb{X}} x^{\underline{\boldsymbol{u}}}\left(x_{i} \oplus x_{i} \oplus e_{i}\right)=\bigoplus_{\boldsymbol{x} \in \mathbb{X}} x^{\underline{\boldsymbol{u}}}
$$

Because the multiset $\mathbb{X}$ has $\operatorname{BDPT} \mathcal{D}_{\mathbb{K}, \mathbb{L}}^{1 n}$ and $\boldsymbol{u} \succeq \underline{\boldsymbol{u}}$. Then, for any $\boldsymbol{u} \in \mathbb{F}_{2}^{n}$, if there is no $\boldsymbol{k} \in$ $\mathbb{K}$ satisfying $\boldsymbol{u} \succeq \boldsymbol{k}$, we have $\bigoplus \boldsymbol{x}^{\boldsymbol{u}} \stackrel{\underline{L}}{=}=$ constant ( 0 or 1 ) and $\bigoplus \boldsymbol{x} \underline{\boldsymbol{u}}=$ constant ( 0 or 1 ).


For any $\underline{\boldsymbol{\ell}} \in \mathbb{L}$, there exists an $\boldsymbol{\ell} \in \mathbb{L}$ satisfying $\underline{\boldsymbol{\ell}}=\boldsymbol{\ell} \oplus \boldsymbol{e}_{i}$. Since $\underset{\boldsymbol{x} \in \mathbb{X}}{\bigoplus} \boldsymbol{x}^{\boldsymbol{\ell}}=1$, we have

$$
\begin{align*}
\bigoplus_{a \in \mathbb{Y} \cup \mathbb{Z}} \boldsymbol{a}^{\ell}=\bigoplus_{\boldsymbol{y} \in \mathbb{Y}} \boldsymbol{y}^{\underline{\ell}} \oplus \bigoplus_{\boldsymbol{z} \in \mathbb{Z}} z^{\underline{\ell}} & =\bigoplus_{\boldsymbol{y} \in \mathbb{Y}} y^{\boldsymbol{\ell} \oplus \boldsymbol{e}_{i}} \oplus \bigoplus_{\boldsymbol{z} \in \mathbb{Z}} z^{\ell \oplus e_{i}}=\bigoplus_{\boldsymbol{y} \in \mathbb{Y}} y^{\ell} y_{i} \oplus \bigoplus_{\boldsymbol{z} \in \mathbb{Z}} z^{\ell} z_{i}  \tag{2}\\
& =\bigoplus_{\boldsymbol{x} \in \mathbb{X}} x^{\ell} x_{i} \oplus \bigoplus_{\boldsymbol{x} \in \mathbb{\mathbb { Z }}} x^{\ell}\left(x_{i} \oplus 1\right)=\bigoplus_{\boldsymbol{x} \in \mathbb{X}} x^{\ell}=1 .
\end{align*}
$$

So $\underline{\ell} \in \mathbb{L}^{\prime}$, we have $\mathbb{L} \subseteq \mathbb{L}^{\prime}$.
For any $\ell^{\prime} \in \mathbb{L}^{\prime}$, if $\ell_{i}^{\prime}=0$, according to Eq. (1), we have $\bigoplus a^{\ell^{\prime}}=0$ which is $a \in \mathbb{Y} \bigcup \mathbb{Z}$
contradict with $\ell^{\prime} \in \mathbb{L}^{\prime}$. Therefore, every vector $\ell^{\prime} \in \mathbb{L}^{\prime}$ meets the condition $\ell_{i}^{\prime}=1$. According to Eq. (2), we know that $\bigoplus_{\boldsymbol{x} \in \mathbb{X}} \boldsymbol{x}^{\boldsymbol{\ell}}=1$, where $\boldsymbol{\ell}=\boldsymbol{\ell}^{\prime} \oplus \boldsymbol{e}_{i}$. Namely, there exists $\ell \in \mathbb{L}$ satisfying $\ell_{i}=0$ and $\boldsymbol{\ell}^{\prime}=\boldsymbol{\ell} \oplus \boldsymbol{e}_{i}$. Therefore, $\mathbb{L}^{\prime} \subseteq \underline{\mathbb{L}}$.

Altogether, we obtain $\mathbb{K}^{\prime}=\mathbb{K}$ and $\mathbb{L}^{\prime}=\underline{\mathbb{L}}$.

Then, based on Lemma 1, we proposed the bypass technique of secret keys in the propagation of BDPT.

Theorem 3. Let $E(\boldsymbol{x})=f_{l-1} \circ f_{l-2} \circ \cdots \circ f_{0}(\boldsymbol{x})$ be a cipher, where $\boldsymbol{x} \in \mathbb{F}_{2}^{n}$ is the input variables. If $f_{i}$ is an "Xor with The Secret Key" function denoted as $\boldsymbol{z}=f_{i}(\boldsymbol{y})=$ $\left(y_{0}, \ldots, y_{j-1}, y_{j} \oplus r_{k}, y_{j+1} \ldots, y_{n-1}\right)$, where $r_{k}$ is the secret key. For the initial multiset $\mathbb{X}$ satisfying $\mathcal{D}_{\mathbb{K}_{0}, \mathbb{L}_{0}}^{1{ }^{n}}$, let $\mathcal{D}_{\mathbb{K}_{i}, \mathbb{L}_{i}}^{1^{n}}$ be the input BDPT of $\overline{E_{i}}=f_{l-1} \circ f_{l-2} \cdots \circ f_{i}$. Then, if the MILP-aided algorithm $B D P T\left(\overline{E_{i+1}}, \mathcal{D}_{\mathbb{K}_{i}, \mathbb{L}_{i}^{\prime}}^{1^{n}}, m\right)$ return 0, we have

$$
\bigoplus_{\boldsymbol{x} \in \mathbb{X}} E_{r_{k}=0}(\boldsymbol{x})^{\boldsymbol{e}_{m}}=\bigoplus_{\boldsymbol{x} \in \mathbb{X}} E_{r_{k}=1}(\boldsymbol{x})^{\boldsymbol{e}_{m}}
$$

where $\mathbb{L}_{i}^{\prime}=\left\{\left(\ell_{0}, \ell_{1}, \ldots, \ell_{j} \vee 1, \ldots, \ell_{n-1}\right) \mid \ell \in \mathbb{L}_{i}\right.$ satisfying $\left.\ell_{j}=0\right\}$, $\boldsymbol{e}_{m}$ is the unit vector whose only m-th bit is $1, E_{r_{k}=0}(\boldsymbol{x})^{\boldsymbol{e}_{m}}$ is the m-th output bit of cipher $E(\boldsymbol{x})$ whose secret key bit $r_{k}$ is fixed as 0, and $E_{r_{k}=1}(\boldsymbol{x})^{\boldsymbol{e}_{m}}$ is the $m$-th output bit of cipher $E(\boldsymbol{x})$ whose secret key bit $r_{k}$ is fixed as 1 .
Proof. The BDPT of multiset $\mathbb{W}=\left\{\boldsymbol{w} \mid \boldsymbol{w}=f_{i-1} \circ f_{i-2} \circ \cdots \circ f_{0}(\boldsymbol{x}), \boldsymbol{x} \in \mathbb{X}\right\}$ is $\mathcal{D}_{\mathbb{K}_{i}, \mathbb{L}_{i}}^{1_{i}}$. Because $f_{i}$ is an "Xor with The Secret Key" function. When $r_{k}=0$, the output multiset of $f_{i} \circ f_{i-1} \circ \cdots \circ f_{0}(\boldsymbol{x})$ is $\mathbb{Y}=\left\{\boldsymbol{y} \mid \boldsymbol{y}=f_{i}(\boldsymbol{w}), \boldsymbol{w} \in \mathbb{W}\right.$ and $\left.r_{k}=0\right\}$. And when $r_{k}=1$, the output multiset of $f_{i} \circ f_{i-1} \circ \cdots \circ f_{0}(\boldsymbol{x})$ is $\mathbb{Z}=\left\{\boldsymbol{z} \mid \boldsymbol{z}=f_{i}(\boldsymbol{w}), \boldsymbol{w} \in \mathbb{W}\right.$ and $\left.r_{k}=1\right\}$. According to Lemma 1 , the BDPT of multiset $\mathbb{Y} \bigcup \mathbb{Z}$ is $\mathcal{D}_{\mathbb{K}_{i}, \mathbb{L}_{i}^{\prime}}^{1^{n}}$, where

$$
\mathbb{L}_{i}^{\prime}=\left\{\left(\ell_{0}, \ell_{1}, \ldots, \ell_{j} \vee 1, \ldots, \ell_{n-1}\right) \mid \ell \in \mathbb{L}_{i} \text { satisfying } \ell_{j}=0\right\}
$$

From Section 2.5, when the MILP-aided algorithm $\operatorname{BDPT}\left(\overline{E_{i+1}}, \mathcal{D}_{\mathbb{K}_{i}, \mathbb{L}_{i}^{\prime}}^{1^{n}}, m\right)$ return 0 , it means $\bigoplus \overline{E_{i+1}}(\boldsymbol{a})^{\boldsymbol{e}_{m}}=0$. Then, we have

$$
a \in \mathbb{Y} \bigcup \mathbb{Z}
$$

$$
\begin{aligned}
\bigoplus_{\boldsymbol{x} \in \mathbb{X}} E_{r_{k}=0}(\boldsymbol{x})^{\boldsymbol{e}_{m}} \oplus \bigoplus_{\boldsymbol{x} \in \mathbb{X}} E_{r_{k}=1}(\boldsymbol{x})^{\boldsymbol{e}_{m}} & =\bigoplus_{\boldsymbol{y} \in \mathbb{Y}} \overline{E_{i+1}}(\boldsymbol{y})^{\boldsymbol{e}_{m}} \oplus \bigoplus_{\boldsymbol{z} \in \mathbb{Z}} \overline{E_{i+1}}(\boldsymbol{z})^{\boldsymbol{e}_{m}} \\
& =\bigoplus_{\boldsymbol{a} \in \mathbb{Y}} \bigcup_{\mathbb{Z}} \overline{E_{i+1}}(\boldsymbol{a})^{\boldsymbol{e}_{m}} \\
& =0
\end{aligned}
$$

Therefore,

$$
\bigoplus_{\boldsymbol{x} \in \mathbb{X}} E_{r_{k}=0}(\boldsymbol{x})^{\boldsymbol{e}_{m}}=\bigoplus_{\boldsymbol{x} \in \mathbb{X}} E_{r_{k}=1}(\boldsymbol{x})^{\boldsymbol{e}_{m}}
$$

Because the secret key $r_{k}$ is a constant bit whose value is unknown. When the condition $\bigoplus_{\boldsymbol{x} \in \mathbb{X}} E_{r_{k}=0}(\boldsymbol{x})^{\boldsymbol{e}_{m}}=\bigoplus_{\boldsymbol{x} \in \mathbb{X}} E_{r_{k}=1}(\boldsymbol{x})^{\boldsymbol{e}_{m}}$ is satisfied, we have $\bigoplus_{\boldsymbol{x} \in \mathbb{X}} E(\boldsymbol{x})^{\boldsymbol{e}_{m}}=\bigoplus_{\boldsymbol{x} \in \mathbb{X}} E_{r_{k}=0}(\boldsymbol{x})^{\boldsymbol{e}_{m}}$. Namely, if we want to research the integral property of $\bigoplus_{\boldsymbol{x} \in \mathbb{X}} E(\boldsymbol{x})^{\boldsymbol{e}_{m}}$, we only need to research the integral property of $\bigoplus_{\boldsymbol{x} \in \mathbb{X}} E_{r_{k}=0}(\boldsymbol{x})^{\boldsymbol{e}_{m}}$. When $r_{k}=0$, the "Xor with The Secret Key" function $f_{i}$ will become the identity map and we do not need to consider the influence of the secret key bit $r_{k}$ any more. That is, the influence of the secret key bit $r_{k}$ can be bypassed.

In Section 3.1 we show the integral property which is beyond BDPT. In order to show that our bypass technique can find more accurate integral property than BDPT, we apply it to the same example.

Example 2. Let $F\left(\boldsymbol{x}, r_{k}\right)=f_{1}\left(f_{0}\left(\boldsymbol{x}, r_{k}\right)\right)$ be a function, where $r_{k} \in \mathbb{F}_{2}$ is the secret key, $\boldsymbol{x}=\left(x_{0}, x_{1}, x_{2}, x_{3}\right) \in \mathbb{F}_{2}^{4}$ and

$$
\begin{aligned}
& \boldsymbol{y}=f_{0}\left(\boldsymbol{x}, r_{k}\right)=\left(x_{0}, x_{1}, x_{2} \oplus r_{k}, x_{3}\right) \\
& \boldsymbol{z}=f_{1}(\boldsymbol{y})=\left(y_{0} y_{1} y_{2} \oplus y_{0} y_{1} y_{2} y_{3}, y_{0}, y_{1}, y_{3}\right)
\end{aligned}
$$

Assuming the input multiset $\mathbb{X}$ has BDPT $\mathcal{D}_{\mathbb{K}_{0}=\emptyset, \mathbb{L}_{0}=\{(1,1,0,1),(1,1,0,0)\}}^{1^{4}}$. Because $\boldsymbol{y}=$ $f_{0}\left(\boldsymbol{x}, r_{k}\right)$ is the "Xor with The Secret Key" function, we firstly research the MILP-aided algorithm $\operatorname{BDPT}\left(f_{1}, \mathcal{D}_{\mathbb{K}_{0}, \mathbb{L}_{0}^{\prime}}^{14}, 0\right)$, where $\mathbb{K}=\emptyset$ and $\mathbb{L}_{0}^{\prime}=\{(1,1,1,1),(1,1,1,0)\}$. The function $f_{1}(\boldsymbol{y})$ can be seen as a 4-bit S-box. Then, according to BDPT Rule 2 (S-box), when the input BDPT is $\mathcal{D}_{\mathbb{K}_{0}, \mathbb{L}_{0}^{\prime}}^{1_{0}^{4}}$, the output BDPT of $f_{1}$ is $\mathcal{D}_{\emptyset, \emptyset}^{1^{4}}$. The Stopping Rule 2 is triggered, and $\operatorname{BDPT}\left(f_{1}, \mathcal{D}_{\mathbb{K}_{0}, \mathbb{L}_{0}^{\prime}}^{14}, 0\right)$ will return 0 . According to Theorem 3, we have

$$
\bigoplus_{\boldsymbol{x} \in \mathbb{X}} F\left(\boldsymbol{x}, r_{k}\right)=\bigoplus_{\boldsymbol{x} \in \mathbb{X}} f_{1}\left(f_{0}\left(\boldsymbol{x}, r_{k}\right)\right)=\bigoplus_{\boldsymbol{x} \in \mathbb{X}} f_{1}\left(f_{0}(\boldsymbol{x}, 0)\right)=\bigoplus_{\boldsymbol{x} \in \mathbb{X}} f_{1}(\boldsymbol{x})
$$

Because the input multiset $\mathbb{X}$ has BDPT $\mathcal{D}_{\mathbb{K}_{0}=\emptyset, \mathbb{L}_{0}=\{(1,1,0,1),(1,1,0,0)\}}^{1^{4}}$, according to BDPT Rule 2 (S-box), the BDPT of $\left\{f_{1}(\boldsymbol{x}) \mid \boldsymbol{x} \in \mathbb{X}\right\}$ is $\mathcal{D}_{\emptyset,\{(0,1,1,1),(0,1,1,0)\}}^{1^{4}}$. From the definition of BDPT, we know that $\bigoplus_{\boldsymbol{x} \in \mathbb{X}} F\left(\boldsymbol{x}, r_{k}\right)^{(1,0,0,0)}=0$. As shown in Example 1, this is the integral property that cannot be found by BDPT.

### 3.3 A New Algorithm of Searching Integral Distinguishers

Our new algorithm of searching integral distinguishers should also have a given initial $\operatorname{BDPT} \mathcal{D}_{\mathbb{K}_{0}, \mathbb{L}_{0}}^{1_{0}}$. For an index subset $I=\left\{i_{0}, i_{1}, \ldots, i_{|I|-1}\right\} \subset\{0,1, \ldots, n-1\}$, we prepare a multiset of $2^{|I|}$ chosen plaintexts, denoted as $C_{I}$, where variables indexed by $I$ are taking all possible combinations of values and the other variables are set to constants. The BDPT of such chosen plaintexts is $\mathcal{D}_{\mathbb{K}_{0}, \mathbb{L}_{0}}^{1{ }^{n}}$, where $\mathbb{K}_{0}=\left\{\boldsymbol{u} \mid \boldsymbol{u} \succ \boldsymbol{u}_{I}\right\}$ and $\mathbb{L}_{0}=\left\{\boldsymbol{u}_{I}\right\}$. Moreover, if we know the values of constants, for index subsets $I=\left\{i_{0}, i_{1}, \ldots, i_{|I|-1}\right\} \subseteq\{0,1, \ldots, n-1\}$, $J=\left\{j_{0}, j_{1}, \ldots, j_{|J|-1}\right\} \subseteq\{0,1, \ldots, n-1\} \backslash I$ and $K=\left\{k_{0}, k_{1}, \ldots, k_{|K|-1}\right\}=\{0,1, \ldots, n-$ $1\} \backslash\{I \cup J\}$, we can prepare a multiset of $2^{|I|}$ chosen plaintexts, denoted as $C_{I, J, K}$, where $C_{I, J, K}=\left\{\boldsymbol{x} \in \mathbb{F}_{2}^{n} \mid x_{i} \in \mathbb{F}_{2}\right.$ if $i \in I, x_{j}=1$ if $j \in J, x_{k}=0$ if $\left.k \in K\right\}$. Then, the BDPT of $C_{I, J, K}$ is $\mathcal{D}_{\mathbb{K}_{0}, \mathbb{L}_{0}}^{1_{0}^{n}}$, where $\mathbb{K}_{0}=\emptyset$ and $\mathbb{L}_{0}=\left\{\boldsymbol{u} \mid\left(\boldsymbol{u}_{I} \oplus \boldsymbol{u}_{J}\right) \succeq \boldsymbol{u} \succeq \boldsymbol{u}_{I}\right\}$.

The paper [XZBL16] has shown the method of searching integral distinguishers based on $\operatorname{CBDP}$, denoted as $\operatorname{CBDP}\left(E_{i}, \mathcal{D}_{\mathbb{K}_{0}}^{1^{n}}, m\right)$. And the paper $\left[\mathrm{WHG}^{+} 19\right]$ has shown the method of building the MILP-aided method of searching integral distinguishers based on BDPT, denoted as $\operatorname{BDPT}\left(E, \mathcal{D}_{\mathbb{K}_{0}, \mathbb{L}_{0}}^{1 n}, m\right)$. Moreover, according to BDPT Rule 2 (S-box), the BDPT propagation of $f_{i}$ can be obtained, denoted as $\operatorname{BDPTP}\left(f_{i}, \mathcal{D}_{\mathbb{K}_{i}, \mathbb{L}_{i}}^{n}\right)$. Therefore, the whole framework of our new searching algorithm is shown in Algorithm 1.

```
Algorithm \(1 K-B D P T\left(E, \mathcal{D}_{\mathbb{K}_{0}, \mathbb{L}_{0}}^{1^{n}}, m\right)\)
    Input: The cipher \(E=f_{l-1} \circ \cdots \circ f_{0}(\boldsymbol{x})\), where \(\boldsymbol{x} \in \mathbb{F}_{2}^{n}\) is the input variables.
            The input BDPT \(\mathcal{D}_{\mathbb{K}_{0}, \mathbb{L}_{0}}^{1^{n}}\) and the integer number \(m\).
    Output: The balanced information of the \(m\)-th output bit of \(E\).
    for \((i=0 ; i \leq l-1 ; i++)\) do
        for \(\boldsymbol{k}\) in \(\mathbb{K}_{i}\) do
            if \(\operatorname{CBDP}\left(\overline{E_{i}}, \mathcal{D}_{\mathbb{K}=\{\boldsymbol{k}\}}^{1^{n}}, m\right)\) returns unknown then
                return unknown
                else
                        \(\mathbb{K}_{i} \rightarrow \boldsymbol{k}\)
        end for
        let \(\mathbb{L}_{i}^{\prime}=\emptyset\)
        for \(\boldsymbol{\ell}\) in \(\mathbb{L}_{i}\) do
        if \(\operatorname{CBDP}\left(\overline{E_{i}}, \mathcal{D}_{\mathbb{K}=\{\ell\}}^{1^{n}}, m\right)\) returns unknown then
                \(\mathbb{L}_{i}^{\prime}=\mathbb{L}_{i}^{\prime} \cup \ell\)
            end if
        end for
        let \(\mathbb{L}_{i}=\mathbb{L}_{i}^{\prime}\)
        if \(\mathbb{L}_{i}=\emptyset\) then
        return 0
    end if
    if \(f_{i}\) is Xor with The Secret Key: \(f_{i}(\boldsymbol{y})=\left(y_{0}, \ldots, y_{j-1}, y_{j} \oplus r_{k}, \ldots, y_{n-1}\right)\)
        let \(\mathbb{L}_{i}^{\prime}=\left\{\left(\ell_{0}, \ldots, \ell_{j} \vee 1, \ldots, \ell_{n-1}\right) \mid \ell \in \mathbb{L}_{i}\right.\) satisfying \(\left.\ell_{j}=0\right\}\)
        if \(\operatorname{BDPT}\left(\overline{E_{i+1}}, \mathcal{D}_{\mathbb{K}_{i}, \mathbb{L}_{i}^{\prime}}^{1^{n}}, m\right)\) returns 0 then
            \(\mathbb{K}_{i+1}=\mathbb{K}_{i}\) and \(\mathbb{L}_{i+1}=\mathbb{L}_{i}\)
        else
            \(\mathbb{K}_{i+1}=\mathbb{K}_{i} \cup \mathbb{L}_{i}^{\prime}\) and \(\mathbb{L}_{i+1}=\mathbb{L}_{i}\)
        else if \(f_{i}\) does not involve secret keys then
        \(\mathcal{D}_{\mathbb{K}_{i+1}, \mathbb{L}_{i+1}}^{1^{n}}=\operatorname{BDPTP}\left(f_{i}, \mathcal{D}_{\mathbb{K}_{i}, \mathbb{L}_{i}}^{1^{n}}\right)\)
    end for
    return 1
```

We explain Algorithm 1 line by line:
Line 1 The cipher $E$ is divided into small parts.
Line 2-7 For any $\boldsymbol{k} \in \mathbb{K}_{i}$, if $\operatorname{CBDP}\left(\overline{E_{i}}, \mathcal{D}_{\mathbb{K}=\{\boldsymbol{k}\}}^{1^{n}}, m\right)$ returns unknown, according to Stopping Rule 1, we know that the $m$-th output bit is unknown. Otherwise, we remove it from $\mathbb{K}_{i}$ according to Theorem 1 (Prune $\mathbb{K}$ ).
Line 8 Initialize $\mathbb{L}_{i}^{\prime}$ to be an empty set.
Line 9-13 For any vector $\ell \in \mathbb{L}_{i}$, if $\operatorname{CBDP}\left(\overline{E_{i}}, \mathcal{D}_{\mathbb{K}=\{\ell\}}^{1^{n}}, m\right)$ returns unknown, we store all these vectors in $\mathbb{L}_{i}^{\prime}$.
Line 14 According to Theorem 2 (Prune $\mathbb{L}$ ), let $\mathbb{L}_{i}=\mathbb{L}_{i}^{\prime}$.
Line 15-17 If the set $\mathbb{L}_{i}$ is empty set, it satisfies Stopping Rule 2, that is, the $m$-th
output bit is balanced. If we do not get the balanced information of the $m$-th bit, we should use the propagation rules of BDPT to get the input BDPT of the next part.
Line 18-23 When $f_{i}$ is "Xor with The Secret Key", if $B D P T\left(\overline{E_{i+1}}, \mathcal{D}_{\mathbb{K}_{i}}^{1 n}, \mathbb{L}_{i}^{\prime}, m\right)$ returns 0 , according to Theorem 3, the input BDPT of $\overline{E_{i+1}}$ is shown in Line 21. Otherwise, according to BDPT Rule 1, the input BDPT of $\overline{E_{i+1}}$ is shown in Line 23.
Line 24-25 When $f_{i}$ is a function which does not involve secret keys, we can view it as an S-box and get its output BDPT according to BDPT Rule 2 (S-box). This process is denoted as $\mathcal{D}_{\mathbb{K}_{i+1}, \mathbb{L}_{i+1}}^{n^{n}}=\operatorname{BDPTP}\left(f_{i}, \mathcal{D}_{\mathbb{K}_{i}, \mathbb{L}_{i}}^{1 n}\right)$.
Line 27 It triggers Stopping Rules 3, and the sum of the $m$-th output bit is 1 .
It should be noted that Algorithm 1 can search the integral property of any output bit independently. Therefore, we can search the integral distinguishers of a block cipher parallelly.

Identify the Position Where the Inaccuracy of BDPT Occurs. When Algorithm $1 K-B D P T\left(E, \mathcal{D}_{\mathbb{K}_{0}, \mathbb{L}_{0}}^{1}, m\right)$ returns " 0 " or " 1 ", if $\operatorname{BDPT}\left(E, \mathcal{D}_{\mathbb{K}_{0}, \mathbb{L}_{0}}^{1 n}, m\right)$ returns "unknown", we finds a better integral distinguisher which is beyond BDPT. Let $\boldsymbol{k} \in \mathbb{K}_{i}$ be the first vector that $\operatorname{CBDP}\left(\overline{E_{i}}, \boldsymbol{k}, m\right)$ returns "unknown". According to Theorem 2 (Prune $\mathbb{K}$ ), all the vectors in the set $\mathbb{K}_{i-1}$ will be removed. Therefore, the input BDPT of $f_{i}$ satisfies $\mathcal{D}_{\mathbb{K}_{i-1}=\emptyset, \mathbb{L}_{i-1}}^{1}$. Then, the vector $\boldsymbol{k} \in \mathbb{K}_{i}$ can only be generated from $\mathbb{L}_{i-1}$ through "Xor with The Secret Key" function $f_{i}$. So the secret key bit in $f_{i}$ is the position where the inaccuracy of BDPT occurs.

## 4 Applications to Block Ciphers

In this section, we apply our algorithm to SPECK, KATAN/KTANTAN, SIMON, SIMECK, SIMON(102), PRESENT and RECTANGLE block ciphers. All the experiments are conducted on the platform: Intel Core i5-9300 CPU @3.98GHz, 32.00G RAM. And the optimizer we used to solve MILP models is Gurobi 8.1.0 [GRB]. For the integral distinguishers, what needs to be explained is that ' $a$ ' denotes an active bit, ' $c$ ' denotes a constant bit, '?' denotes the bit whose balanced information is unknown, ' 0 ' denotes the bit whose sum is zero, and ' 1 ' denotes the bit whose sum is 1 .

### 4.1 Application to SPECK

SPECK $\left[\mathrm{BSS}^{+} 13\right]$ is a family of lightweight block ciphers published by National Security Agency (NSA). It adopts ARX structure which takes the Modular Addition as its nonlinear operation. According to block size, SPECK family of ciphers are composed of SPECK2n, where $n \in\{16,24,32,48,64\}$. The round structure of SPECK is shown in Fig. 1, where $\left(x_{2 n-1}^{i}, x_{2 n-2}^{i}, \ldots, x_{0}^{i}\right)$ and $\left(x_{2 n-1}^{i+1}, x_{2 n-2}^{i+1}, \ldots, x_{0}^{i+1}\right)$ is the input and output of the $i$-th round function, $\left(k_{n-1}^{i}, k_{n-2}^{i}, \ldots, k_{0}^{i}\right)$ is the $i$-th round key, $\gg a$ denotes right circular shift by $a$ bits, $\lll b$ denotes left circular shift by $b$ bits and $\boxplus$ represents the Modular Addition operation. The parameters $a$ and $b$ are 8 and 3 , respectively, except in the case of SPECK32, where they are 7 and 2.

For SPECK32, we prepare chosen plaintexts such that the input variables $x_{5}^{0}$ and $x_{6}^{0}$ are constant and the others are active. Then, we apply Algorithm 1 to search the integral distinguisher of SPECK32 and identify a 6 -round integral distinguisher. This integral distinguisher is completely the same with the experimental one which cannot be found by BDPT. Therefore, the gap between the proved distinguisher and the experimental one is filled. For SPECK48/64/96, the paper [SWW17] found only one 6 -round integral distinguisher with $2^{45} / 2^{61} / 2^{93}$ chosen plaintexts, respectively. However, using Algorithm 1 , we find 2 integral distinguishers for 6 -round SPECK48/64/96 with $2^{45} / 2^{61} / 2^{93}$ chosen plaintexts, respectively. The detailed integral distinguishers are listed in Table 2. Moreover,


Figure 1: Round structure of SPECK
using the method in Section 3.3, we can give the positions where the inaccuracy of BDPT occurs. The detailed positions can be found in the third column of Table 2.

Table 2: Integral distinguishers of SPECK

| Cipher | Distinguisher | Position |
| :---: | :---: | :---: |
| 6-SPECK32 | In: (aaaaaaaaaaaaaaaa, aaaaaaaaaccaaaaa) <br> Out:(????????????????0, ?????????????????) | $k_{7}^{0}$ |
| 6-SPECK48 | In: (aaaaaaaaaaaaaaaaaaaaaaaa, aaaaaaaaaaaaaaaacccaaaaa) <br> Out:(???????????????????????0, ????????????????????????) |  |
|  | In: (aaaaaaaaaaaaaaaaaaaaaaaa, aaaaaaaaaaaaaaacaccaaaaa) <br> Out:(???????????????????????0, ????????????????????????) | $k_{8}^{0}$ |
| 6-SPECK64 | In: (aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa, aaaaaaaaaaaaaaaaaaaaaaaacccaaaaa) <br> Out:(???????????????????????????????0,????????????????????????????????) |  |
|  |  Out:(????????????????????????????????,0,??????????????????????????????????) | $k_{8}^{0}$ |
| 6-SPECK96 |  |  |
|  |  | $k_{8}^{0}$ |

### 4.2 Applications to KATAN and KTANTAN

KATAN and KTANTAN are two families of hardware oriented block ciphers with 32,48 and 64 -bit block size. All block ciphers share the 80 -bit key size. And the only difference between KATAN and KTANTAN is the key schedule. They both take a very simple structure which is shown in Fig. 2, where $I R$ is round constant, $k_{a}$ and $k_{b}$ are two subkey bits, $L_{1}$ and $L_{2}$ are LFSRs.

For KATAN/KTANTAN32, the registers $L_{1}$ and $L_{2}$ are shifted by 1 bit position, and the two new bits computed by two nonlinear functions are loaded in the least significant bits of $L_{1}$ and $L_{2}$. For KATAN/KTANTAN48, the two nonlinear functions and the update of the registers are applied twice with the same round subkey in each round, while the nonlinear functions and update of the registers are applied three times for KATAN/KTANTAN64. More details of KATAN/KTANTAN can be found in [CDK09].


Figure 2: The structure of KATAN and KTANTAN

Applying Algorithm 1 to KATAN/KTANTAN, we can find a 101-round integral distinguisher of KATAN/KTANTAN32 and an 84-round integral distinguisher of KATAN/ KTANTAN48 which are in accordance with the previous longest distinguishers [HW19]. For KATAN/KTANTAN64, we obtain a 73.6-round integral distinguisher which is longer than the previous longest integral distinguisher. The detailed forms of the integral distinguishers are listed in Table 3.

Table 3: Integral Distinguishers of KATAN/KTANTAN

| Block size | Round | Distinguisher |
| :---: | :---: | :---: |
| 32 | 101 | In: (aaaaaaaaaaaaaaaacaaaaaaaaaaaa) Out: (1???????????????????????????????) |
| 48 | 84 | In: (aaaaaaaaaaaaaaaaaaaaaaaaaaaacaaaaaaaaaaaaaaaaaaa) <br> Out: (0???????????????????????????????????????????????) |
| 64 | 73.6 |  |

### 4.3 Applications to SIMON, SIMECK and SIMON(102)

SIMON is a lightweight block cipher family $\left[\mathrm{BSS}^{+} 13\right]$ based on Feistel structure which only involves bit-wise And, Xor and Circular shift operations. Let SIMON2n be the SIMON cipher with $2 n$-bit block length, where $n \in\{16,24,32,48,64\}$. And the left part of Fig. 3 shows the round structure of SIMON2n. The core operation of round function is represented by the right part of Fig. 3.


Figure 3: The structure of SIMON2n
SIMECK is a family of lightweight block cipher proposed at CHES 2015 [YZS $\left.{ }^{+} 15\right]$. And its round function is very similar to that of SIMON except the rotation constants. We apply our automatic search algorithm to SIMON and SIMECK family of block ciphers. All the integral distinguishers are the same with the previous longest distinguishers [XZBL16][WHG ${ }^{+}$19].

In [KLT15], another variant of SIMON-like block cipher named SIMON(102) is proposed with rotation constants (1,0,2). Then, Hu K. et al [HW19] presented 19-, 27- and 35round integral distinguishers of SIMON(102)32, SIMON(102)48, and SIMON(102)64 listed in Table 4.

Table 4: Integral distinguishers of $\operatorname{SIMON}(102)$ in [HW19]

| Cipher | Distinguisher |
| :---: | :---: |
| 19-SIMON(102)32 | In: (caaaaaaaaaaaaaa, aaaaaaaaaaaaaaa) |
|  | Out: (????????????????, 0*?????????????*) |
| 27-SIMON(102)48 | In: (caaaaaaaaaaaaaaaaaaaa, aaaaaaaaaaaaaaaaaaaaa) |
|  | Out: (????????????????????????, 0*?????????????????????*) |
| 35-SIMON(102)64 | In: (caaaaaaaaaaaaaaaaaaaaaaaaaaaa,aaaaaaaaaaaaaaaaaaaaajaaaaaaa) |
|  | Out: (????????????????????????????????,0*?????????????????????????????*) |

${ }^{\text {'* }}$, denotes that the sum of the output bit is constant ( 0 or 1 ), but the accurate value is unknown. Knowing the constant values will be helpful to integral attacks on ciphers. Therefore, we apply Algorithm 1 to search the integral distinguishers of SIMON(102), and obtain more accurate integral distinguishers listed in Table 5. Note that the integral distinguishers in Table 5 can also be found by BDPT.

Table 5: More accurate integral distinguishers of $\operatorname{SIMON}(102)$

| Cipher | Distinguisher |
| :---: | :---: |
| 19-SIMON(102)32 | In: (caaaaaaaaaaaaaaa, aaaaaaaaaaaaaaaa) <br> Out: (????????????????, 01?????????????1) |
| 27-SIMON(102)48 | In: (caaaaaaaaaaaaaaaaaaaaaaa, aaaaaaaaaaaaaaaaaaaaaaaa) <br> Out: (??????????????????????????, 01??????????????????????1) |
| 35-SIMON(102)64 |  |

### 4.4 Applications to PRESENT and RECTANGLE

PRESENT $\left[\mathrm{BKL}^{+} 07\right]$ is a lightweight block cipher with SPN structure and consists of 31 rounds. The block length is 64 bits and two key lengths of 80 and 128 bits are supported. In order to improve the hardware efficiency, it use a fully wired diffusion layer. Fig. 4 illustrates one-round structure of PRESENT.


Figure 4: One-round structure of PRESENT

The structure of RECTANGLE $\left[\mathrm{ZBL}^{+} 15\right]$ is very like that of PRESENT. As applications, all the integral distinguishers obtained by Algorithm 1 are accordance with that in $\left[\mathrm{WHG}^{+} 19\right]$. The detailed form of the integral distinguishers are listed in Table 6.

Table 6: Integral distinguishers of PRESENT and RECTANGLE

| Cipher | Distinguisher |
| :---: | :---: |
| 9-PRESENT |  |
| 9-PRESENT | In: (aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa,aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaac) <br> Out: (???b???b???bbbbb???b???b???bbbbb, ???b???b???bbbbb???b???b???bbbbb) |
| 9-RECTANGLE | In: (caaaaaaaaaaaaaaa,caaaaaaaaaaaaaaa,caaaaaaaaaaaaaaa,caaaaaaaaaaaaaaa) <br> Out: (bbbbbbbbbbbbbbbb,bbbb??bb???bbbbb,????????????????,????????????????) |

## 5 Conclusions

In this paper, a new BDPT propagation rule of "Xor with The Secret Key" is proposed. It shows that some secret key bits can be bypassed. Then, we propose an improved automatic algorithm of searching integral distinguishers and apply it to some block ciphers. With this algorithm, some better integral distinguishers have been found.

It is worth noting that the integral distinguishers found by our algorithm have no significant improvement compared to the previous results. The reason may be that the previous integral distinguishers have already closed to the best distinguishers (the longest distinguishers that work for all keys). For SPECK32, SIMON32, SIMECK32, SIMON(102)32 and KATAN/KTANTAN32, because the block size is only 32 bits, we can observe the behaviors of all the plaintexts under fixed keys. Then, we experimentally proved that the integral distinguishers found by our automatic algorithm are the best integral distinguishers that work for all secret keys. That means our algorithm is very accurate in searching integral distinguishers. For ciphers with large block size, due to the limit of computing resources, we cannot give the experimental proof. As far as we know, there is still no result on the provable security against integral attack. This will be our future work.
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