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Abstract. This paper presents the first third-party security analysis of TinyJAMBU, which is one of 32 second-round candidates in NIST’s lightweight cryptography standardization process. TinyJAMBU adopts an NLFSR based keyed-permutation that computes only a single NAND gate as a non-linear component per round. The designers evaluated the minimum number of active AND gates, however such a counting method neglects the dependency between multiple AND gates. There also exist previous works considering such dependencies with stricter models, however those are known to be too slow. In this paper, we present a new model that provides a good balance of efficiency and accuracy by only taking into account the first-order correlation of AND gates that frequently occurs in TinyJAMBU. With the refined model, we show a 338-round differential with probability $2^{-62.68}$ that leads to a forgery attack breaking 64-bit security. This implies that the security margin of TinyJAMBU with respect to the number of unattacked rounds is approximately 12%. We also show a differential on full 384 rounds with probability $2^{-70.64}$, thus the security margin of full rounds with respect to the data complexity, namely the gap between the claimed security bits and the attack complexity, is less than 8 bits. Our attacks also point out structural weaknesses of the mode that essentially come from the minimal state size to be lightweight.
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1 Introduction

National Institute of Standards and Technology (NIST) initiated a public competition-like process to solicit, evaluate, and standardize authenticated encryption and hashing schemes suitable for highly constrained computing environments like RFID tags, lightweight industrial controllers and sensor nodes [Nat19a]. In 2019, 57 submissions were received, among which 56 were accepted as the first-round candidates. On August 30, 2019, NIST announced the 32 second-round candidates, which were selected based on public feedbacks and internal reviews [Nat19b]. The evaluation process of the second round is expected to last twelve months. Therefore, there is a need to analyze the security of the second round candidates within this one-year time window for a better selection process.
TinyJAMBU is a family of lightweight authenticated encryption algorithms designed by Wu and Huang [WH19]. TinyJAMBU adopts a small variant of the JAMBU mode [WH15], which is the smallest authenticated encryption mode in the CAESAR competition [CAE] successfully making its way to the third round of the competition. TinyJAMBU further reduces the implementation cost and is thus an attractive design for a small implementation. Several remarkable features of TinyJAMBU are listed below.

**Minimum State Size.** In high-level, TinyJAMBU adopts a duplex construction [BDPA11] with a keyed-permutation, not a public permutation. In other words, it resembles the SAEB mode [NMSS18]. TinyJAMBU ensures 64-bit security for authenticity by using the state of 128 bits. The use of the 128-bit state for 64-bit security is very minimal because collisions of the state are inevitable.

**No Key Schedule Algorithm.** TinyJAMBU uses keyed permutations without key schedule algorithms, which saves the combinatorial logic and control circuit for the key schedule part. Moreover, the alternate use of the key bits without any key state update leaves open the possibility that the key XORs can be implemented by “direct wiring” without using key registers in certain implementations.

**NLFSR Based Keyed-Permutation.** The underlying keyed-permutation is very hardware-friendly. It is basically a 128-bit nonlinear feedback shift register. It computes only a single NAND gate in each clock, and this is the only non-linear component of the keyed-permutation. Besides, it computes only four XOR gates in each clock. We invite the readers to take a glance at Figure 2 in Section 2 to have a concrete feeling for the lightweightness of the design.

**Provable Security.** Privacy of the TinyJAMBU mode is proven against nonce-respecting adversaries in the chosen plaintext attack and authenticity is proven against nonce-misuse adversaries by assuming ideal behaviors of the underlying keyed-permutation.

Because of the highly optimized structure of TinyJAMBU both in the mode and primitive levels, cryptanalysis is important to have better understanding of its security.

**Previous Cryptanalysis and Research Challenges.** At the time of writing, the only existing security evaluation of TinyJAMBU is the one provided in the design document [WH19], which counts the number of active AND gates to find differential and linear trails with the minimum of such active gates by using Mixed Integer Linear Programming (MILP) [MWGP]. However, this kind of analysis is insufficient due to the following reasons.

- To count the number of active AND gates is insufficient to capture the correlation between multiple AND gates. It has been observed that such correlations have a significant impact on the actual probabilities of the differential or linear trails [KLT15, AEL†18]. Hence the provided evaluation may underestimate the probabilities of the trails or give impossible trails. As evidence, while the designers suggested the 384-round differential trail with probability $2^{-80}$ by regarding each AND gate independent, we confirmed that there is no such trail by taking into account the dependency.

- It is known that the effect of differentials, a cluster of multiple differential characteristics having the same input and output differential masks, can be strong [AK18], particularly for the simple computation structure of TinyJAMBU.

- Regarding the linear cryptanalysis, the designers evaluated the bias of the keyed permutation only in the setting that the attacker has access to all the input bits, which does not correspond to the actual attack setting.
Regarding the first issue, it is possible to evaluate the exact probability by using the techniques [SHW+15a, SHW+15b] developed for SIMON [BSS+13], which limits the search space to only valid trails. However, such models involve too many variables and constraints, and thus cannot be solved in practical time. As reported in [SHW+15a], such a precise trail search is useful to verify the validity of a given trail but not so efficient to find optimal ones.

To conclude, the main difficulty of the analysis of TinyJAMBU is to achieve both accuracy and efficiency simultaneously. The designers’ approach is relatively fast but inaccurate, while the known accurate methods are too slow.

Our Contributions. In this paper, we present the first third-party security analysis of TinyJAMBU by applying differential and linear cryptanalysis. Our attacks in the AEAD setting are valid for all members of TinyJAMBU, because those exploit the computations (nonce-setup, associated data processing, or tag generation) in which the number of rounds of the underlying keyed-permutation is fixed to 384 for all members of TinyJAMBU.

We first present a refined MILP model that takes into account the first-order correlation that naturally occurs in TinyJAMBU. We observe that TinyJAMBU computes an AND operation \(a \cdot b\) for two bits \(a, b\) in some round, and computes \(b \cdot c\) for another bit \(c\) in another round. Those two AND operations have a strong correlation. When \((\Delta a, \Delta b, \Delta c) = (1, 0, 1)\), the output differences of those two AND gates are either both 0 with probability \(2^{-1}\) or both 1 with probability \(2^{-1}\). Namely, two AND gates are controlled with probability \(2^{-1}\). We present a model to take into account these correlated AND gates. The refined model hits a balance between accuracy and efficiency. The resulting models can be solved in reasonable time and most of the trails identified are valid.

We then apply the refined model to TinyJAMBU such that the input difference to the underlying keyed-permutation is injected from the input data blocks specified in the TinyJAMBU mode, thus the identified trails immediately lead to the forgery attacks. We evaluate the number of rounds that breaks the claimed 64-bit security against forgery attacks. We find a differential trail with probability \(2^{-64}\) for 338 (out of 384) rounds, which involves 76 active AND gates but contains 12 correlated paired AND gates. After evaluating multiple trails with the same input and output differential masks, the differential probability is \(2^{-62.68}\). Hence, the security margin with respect to the number of unattacked rounds is about 12%. Regarding the full 384 rounds, we find a differential trail with probability \(2^{-74}\), which involves 88 active AND gates but contains 14 correlated pairs. The differential probability turns out to be \(2^{-70.68}\). Hence, the security margin with respect to the data complexity for the full rounds is less than 8 bits.

We also evaluate TinyJAMBU by removing the constraints on the active-bit positions of the input and output. Namely, we evaluate the underlying primitive as a standalone keyed-permutation. The designers only evaluated the minimum number of active AND gates for reduced-round versions: 4 for 192 rounds and 13 for 320 rounds. We find a differential trail for full rounds with probability \(2^{-19}\) which involves 20 active AND gates but contains 1 correlated pair. Due to the practical probability, we verify this differential trail by using the implementation provided by the designers, which allows us to generate conforming pairs with probability close to the theoretical estimation.

Finally, we evaluate the linear cryptanalysis by applying the refined model. The designers evaluated in the setting that the input mask can be active in any bit, while the output mask can be active only in the 32 bits corresponding to the outer part of the mode. In the same setting, we show that the linear bias can be larger. For example, the bias of \(2^{-12}\) for 256 rounds in [WH19] is improved to \(2^{-10}\), which is experimentally verified.

1With respect to controlling the difference propagation of two AND gates, one may feel some resemblance in collision attacks on SHA-1/MD5 [WYY05, WY05] and conditional cube attacks on Keccak [LDB+19], Ascon [LDW17], etc.
Our attacks also point out the structural weakness of the TinyJAMBU mode that processes a nonce and a tag in multiple blocks. Because of its small size, TinyJAMBU absorbs the input and squeezes the output up to 32 bits per block. Hence, it absorbs a 96-bit nonce in three blocks and squeezes a 64-bit tag in two blocks. Differential cryptanalysis can exploit three blocks of the nonce. The input and output differences of the primitive can be injected in the first two blocks, and we still have a space to choose a new value in the third block. Namely after finding two colliding nonces in the first two blocks, the attacker can reuse them in the nonce-respect manner by renewing the third nonce block. Linear cryptanalysis can exploit two blocks for the tag. Note that linear cryptanalysis requires the knowledge of the state value but TinyJAMBU protects the encryption part from linear cryptanalysis by computing at least 1,024 rounds of the underlying primitive. Because linear cryptanalysis does not need to choose the input value to the primitive, observing two blocks of the tag is sufficient. We believe that those will be good lessons for AEAD designers who process the nonce and the tag in multiple blocks.

Paper Outline. The rest of the paper is organized as follows. Basic notations and the design of TinyJAMBU will be introduced in Section 2. Previous and new MILP models to efficiently search for differential and linear trails will be explained in Section 3. Our results on differential cryptanalysis and linear cryptanalysis will be explained in Section 4 and Section 5, respectively. Finally, we will conclude this paper in Section 6.

2 Notations and the Specification of TinyJAMBU

Let $\mathbb{F}_2 = \{0, 1\}$ be the finite field with two elements. Given a vector or bit string $v \in \mathbb{F}_2^n$, $|v| = n$ denotes the size of $v$ in bits. For $a$ and $b \in \mathbb{F}_2$, $\bar{a}$, $a \oplus b$, $ab$ denote the logical negation, exclusive-or, and logical AND, respectively. Also, a NAND gate sends its input bits $a$ and $b$ to $ab = ab \oplus 1$. Given two vectors $u, v \in \mathbb{F}_2^n$, their inner product is denoted by $u \cdot v$.

TinyJAMBU [WH19], a small variant of JAMBU [WH15], is a family of authenticated encryption with associated data (AEAD) schemes submitted to the NIST Lightweight Cryptography (LWC) Standardization project, and it was selected as one of the 32 round-2 candidates in August, 2019 [Nat19a]. Under the control of a secret key $K = (k_{|K| - 1}, k_{|K| - 2}, \ldots, k_1, k_0) \in \mathbb{F}_2^{2^{|K|}}$, TinyJAMBU maps a message $M$, a nonce $N$, and an associated data $A$ to a ciphertext $C$ and an authentication tag $T$ as shown in Figure 1.

![Figure 1: The high-level structure of the encryption algorithm of an AEAD scheme](image)

The round function of TinyJAMBU computes a permutation $P_b : \mathbb{F}_2^{128} \rightarrow \mathbb{F}_2^{128}$ with $b \in \mathbb{F}_2$, which transforms a 128-bit state $(s_{127}, s_{126}, \ldots, s_1, s_0)$ to $(z, s_{127}, s_{126}, \ldots, s_2, s_1)$ with $z = s_0 \oplus s_{47} \oplus s_{70} \oplus s_{85} \oplus s_3 \oplus b$. This permutation is depicted in Figure 2. Let $l$ be the number of rounds. TinyJAMBU computes the $l$-round transformation with a given key $K = (k_{|K| - 1}, k_{|K| - 2}, \ldots, k_1, k_0)$ as follows.

$$
\prod_{i=0}^{l-1} P_{k_i} = P_{k_{l-1}} \circ P_{k_{l-2}} \circ \cdots \circ P_{k_1} \circ P_{k_0},
$$

(1)
Table 1: The three variants of TinyJAMBU

<table>
<thead>
<tr>
<th>AEAD</th>
<th>Sizes in bits</th>
<th># of rounds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>State</td>
<td>Key</td>
</tr>
<tr>
<td>TinyJAMBU-128</td>
<td>128</td>
<td>128</td>
</tr>
<tr>
<td>TinyJAMBU-192</td>
<td>128</td>
<td>192</td>
</tr>
<tr>
<td>TinyJAMBU-256</td>
<td>128</td>
<td>256</td>
</tr>
</tbody>
</table>

where the subscripts of \(k\) are always computed modulo \(|K|\), namely \(k_i = k_i \mod |K|\). We are now ready to describe the encryption algorithm of TinyJAMBU. Note that TinyJAMBU comes with three variants, whose parameters are listed in Table 1.

The encryption algorithm of TinyJAMBU can be divided into four phases. A visualized description of the encryption algorithm of TinyJAMBU for two associated data blocks and two message blocks can be found in Figure 3, where the permutations \(P_K\) and \(\hat{P}_K\) are specified in Table 1.

**Initialization.** Apply \(\hat{P}\) to the initial state \((0, \cdots, 0) \in \mathbb{F}_2^{128}\), and then the three nonce blocks \(\text{Nonce}_0\), \(\text{Nonce}_1\), and \(\text{Nonce}_2\) are processed as depicted in Figure 4.

**Associated Data Processing.** Assuming we have two associated data blocks \(A_0\) and \(A_1\), they are processed step by step. In each step, the so-called 3-bit Framebits (the value is 3 for the associated data) are XORed with the state, then we update the state using the permutation \(P_K\), and finally the associated data \(A_0\) is XORed with the state. \(A_1\) is processed in a similar approach.

**Encryption.** After processing the associated data, the plaintext blocks \(M_0\) and \(M_1\) are encrypted one by one. In each step, the Framebits (the value is 5 for the plaintext) are
XORed with the state, then the state is updated by the permutation \( \hat{P}_K \), then the 32-bit message block \( M_0 \) is XORed with the state, and finally we obtain the 32-bit ciphertext block \( C_0 \) by XORing \( M_0 \) with another part of the state. The next message block \( M_1 \) is encrypted in a similar way.

Note that the number of rounds of \( \hat{P}_K \) is much larger than that of \( P_K \). Namely, the encryption part is protected by a large number of rounds.

**Finalization.** After encrypting the plaintext, the authentication tag \((T_0, T_1)\) is generated in two steps. First, the Framebits (the value is 7 for the finalization) are XORed with the state. Then the state is updated by the permutation \( \hat{P}_K \), and the 32-bit \( T_0 \) is extracted from the state. Then, the Framebits are XORed with the state again followed by an application of the permutation \( P_K \), and \( T_2 \) is extracted from the resulting state.

### 2.1 Security Claim

The primary security goal of TinyJAMBU is the nonce-respect security. The number of bits of security for each version is given in Table 2. The designers assume that each key is used to process at most \( 2^{50} \) bytes of messages. In their security analysis, the designers seem to regard that the attack with a success probability of about \( 2^{-15} \) after making queries of \( 2^{50} \) message bytes is a valid attack.

<table>
<thead>
<tr>
<th>Version</th>
<th>Encryption</th>
<th>Authentication</th>
</tr>
</thead>
<tbody>
<tr>
<td>TinyJAMBU-128</td>
<td>112-bit</td>
<td>64-bit</td>
</tr>
<tr>
<td>TinyJAMBU-192</td>
<td>168-bit</td>
<td>64-bit</td>
</tr>
<tr>
<td>TinyJAMBU-256</td>
<td>224-bit</td>
<td>64-bit</td>
</tr>
</tbody>
</table>

### 2.2 Security Proofs and Assumptions

The designers of TinyJAMBU proved the security of the TinyJAMBU mode. Privacy is proven against nonce-respecting adversaries in the chosen plaintext attack and authenticity is proven against nonce-reuse adversaries. In both proofs, the designers assume that \( P_K \) and \( \hat{P}_K \) are ideal keyed permutations.
3 MILP Models for TinyJAMBU

After the work by Mouha et al. [MWGP], an automated method to find differential and linear trails by MILP has been studied extensively. Thanks to the simple operations, to build the model just for counting the number of active AND gates in $P_K$ is not difficult. However, it has been observed that AND gates in the structure like TinyJAMBU may be dependent on each other and such correlations have a significant impact. In this section, we first explain how to build the model to take into account such dependencies for TinyJAMBU in Section 3.1. This model is relatively accurate but slow. Similar dependencies also affect the correlations of the linear trails, and in Section 3.2 we recall how to compute correlations of the linear trails of TinyJAMBU with higher accuracy. We then explain how to make the models for differential and linear trails more efficient by focusing on the effective part particular to TinyJAMBU in Section 3.3 and Section 3.4.

3.1 Stricter Model for Differential Trails

We now consider how the differences propagate through the permutation $\prod_{i=0}^{l-1} P_{k_i}$, and we emphasize again that in our notation the subscript $i$ of $k$ should be computed modulo the key length $|K|$. A 128-bit state updated by $P_{k_i}$ is depicted in Figure 2. In the resulting state, only the 127th (the leftmost) bit is fresh in the sense that a secret key bit is involved to compute it, and all other state bits are obtained by a shift. Let us introduce two sets of variables $\{x_0, \cdots , x_{l+127}\}$ and $\{\Delta x_0, \cdots , \Delta x_{l+127}\}$ to track down the values and differences of the bits.

Since $a \overline{b} = ab \oplus 1$, we can safely omit the constant XOR by replacing the NAND gate by an AND gate without affecting the results of our differential analysis. For the AND gate taking place of the NAND gate, we introduce two sets of variables $\{z_0, \cdots , z_{l-1}\}$ and $\{\Delta z_0, \cdots , \Delta z_{l-1}\}$ to capture the values and differences of the output bits of the AND gate. Then, we can obtain a system of equations

$$ z_i = x_{85+i}x_{70+i}, \quad i \in \{0, 1, \cdots , l-1\}. $$

(2)

The value of $z_i$ after the differences are added is $(x_{85+i} \oplus \Delta x_{85+i})(x_{70+i} \oplus \Delta x_{70+i})$. Hence $\Delta z_i = x_{85+i}x_{70+i} \oplus (x_{85+i} \oplus \Delta x_{85+i})(x_{70+i} \oplus \Delta x_{70+i})$. Then, we can obtain a new system of equations from Eq. (2):

$$ \Delta x_{85+i}x_{70+i} \oplus \Delta x_{70+i}x_{85+i} = \Delta z_i \oplus \Delta x_{70+i}x_{85+i} \oplus \Delta x_{85+i}x_{70+i} $$

(3)

for $i \in \{0, 1, \cdots , l-1\}$. If we treat the $\Delta$ variables as known values, Eq. (3) turns into a system of linear equations. Let the matrix representation of the system of linear equations be

$$ M(x_{i_0}, x_{i_1}, \cdots , x_{i_{s-1}})^T = \Delta \in \mathbb{F}_2^s $$

(4)

for some integer $s$. Let $M$ and $\hat{M} = (M \mid \Delta)$ be the coefficient matrix and augmented coefficient matrix associated with Eq. (4), respectively. When a differential trail is fixed, the values of the variables representing the differences $(\Delta x_i)$’s are fixed. The differential trail is valid if and only if there are actual data pairs following the differential, or equivalently, the system of equations given by Eq. (3) has a solution. In the language of the matrix representation of the system of linear equations, we have $\gamma(M) = \gamma(\hat{M})$, where $M$ is the coefficient matrix of the system of equations, $\hat{M}$ is the augmented coefficient matrix, and $\gamma(\cdot)$ computes the rank of a matrix.

For this system of equations, we have $s = \left| \{x_{70+i}, x_{85+i} : 0 \leq i < l\} \right|$ independent variables, and thus there are $2^s$ different input values for the AND gates. The probability of the given differential can be computed as the number of solutions of the system of
equations divided by $2^s$, that is,

\[
\frac{2^s - \gamma(M)}{2^s} = 2^{-\gamma(M)}.
\]  

(5)

When we search for differential trails of TinyJAMBU, we can add the constraints describing the system of equations \([SHW^+15a, SHW^+15b]\) into the MILP model and set the objective function to minimize the active AND gates. Therefore, the solution of the model always satisfies the system of equations. However, the solution is not guaranteed to be an optimal differential trail since a trail minimizing the number of active AND gates does not necessarily minimize the rank $\gamma(M)$ of the corresponding coefficient matrix. After we obtain a solution, the probability of the corresponding differential trail needs to be computed (outside the MILP context) using Eq. (5).

3.2 Correlation of Linear Trails

First of all, regardless of the AEAD context, we can analyze the security of the underlying keyed permutations against linear cryptanalysis by treating $PK$ and $\hat{PK}$ as block ciphers using existing tools for linear cryptanalysis of block ciphers. However, to evaluate the security of TinyJAMBU against more meaningful attacks (e.g., distinguishing attacks in the AEAD context), we need a more involved model.

Let us first look back at Figure 3. If we set all the message blocks $M_j$ to zero, we arrive at a key stream generator illustrated in Figure 5 which is compatible with the one presented in \([SSS^+19]\). For TinyJAMBU, $G_i$'s are just some truncation operations extracting 32-bit of data from the 128-bit data bus.

\[\text{Figure 5: Linear masks for a general key stream generator}\]

Therefore, using the same technique from \([SSS^+19]\), we can try to search for a sequence of linear masks $(\lambda_0, \cdots, \lambda_k)$ for the output blocks $Z^i$ such that

\[
\bigoplus_{i=0}^{k} \lambda_i \cdot Z^i
\]

is biased. If such masks can be found, we can perform a distinguishing attack on the target. It is shown that this kind of linear approximations involving only key stream blocks $Z^i$ can be searched using the same tools for linear cryptanalysis of block ciphers with additional constraints imposed on the linear masks.

**Lemma 1** (\([SSS^+19]\)). If the sequence of linear masks

\[(\beta_{-1}, \gamma_0, \lambda_0, \alpha_0, \beta_0, \cdots, \alpha_{k-1}, \beta_{k-1}, \gamma_k, \lambda_k, \alpha_k)\]
for the key stream generator given in Figure 5 satisfies $\beta_{-1} = 0$, $\alpha_k = 0$, $\alpha_i \oplus \gamma_i \oplus \beta_{i-1} = 0$, for $0 \leq i \leq k$, and the associated linear approximations are independent, then

$$\text{Corr} \left( \bigoplus_{i=0}^{k} \lambda_i \cdot Z^i \right) = \prod_{i=0}^{k} \text{Corr} (\gamma_i \cdot S_i \oplus \lambda_i \cdot Z_i) \prod_{i=0}^{k-1} \text{Corr} (\alpha_i \cdot S_i \oplus \beta_i \cdot S_{i+1}).$$

Sketch of proof. It comes from the fact that if

$$\begin{cases} 
\beta_{-1} = 0 \\
\alpha_k = 0 \\
\alpha_i \oplus \gamma_i \oplus \beta_{i-1} = 0, & 0 \leq i \leq k 
\end{cases},$$

we have

$$\bigoplus_{i=0}^{k} \lambda_i \cdot Z^i = \bigoplus_{i=0}^{k} \lambda_i \cdot Z^i \oplus \bigoplus_{i=0}^{k} \gamma_i \cdot S^i \oplus \bigoplus_{i=0}^{k} \gamma_i \cdot S^i$$

$$= \bigoplus_{i=0}^{k} (\gamma_i \cdot S^i \oplus \lambda_i \cdot Z^i) \oplus \bigoplus_{i=0}^{k} \gamma_i \cdot S^i$$

$$= \bigoplus_{i=0}^{k} (\gamma_i \cdot S^i \oplus \lambda_i \cdot Z^i) \oplus \beta_{-1} \cdot S^0 \oplus \bigoplus_{i=0}^{k-1} (\alpha_i \cdot S^i \oplus \beta_i \cdot S^{i+1}) \oplus \alpha_k \cdot S^k$$

$$= \bigoplus_{i=0}^{k} (\gamma_i \cdot S^i \oplus \lambda_i \cdot Z^i) \oplus \bigoplus_{i=0}^{k-1} (\alpha_i \cdot S^i \oplus \beta_i \cdot S^{i+1}).$$

Applying the Piling-up lemma completes the proof. \hfill \square

Lemma 1 tells us that to search for biased linear approximations $\bigoplus_{i=0}^{k} \lambda_i \cdot Z_i$ involving only output blocks $Z_i$'s, we can set up an MILP model for the linear trails of $G_i$ and $\prod_{i=0}^{k-1} P_k$, and add the additional constraints specified Lemma 1, where we call $k + 1$ the span of the linear approximation if $\lambda_0 \neq 0$ and $\lambda_k \neq 0$. In our analysis of TinyJAMBU, we only find useful trails involving only two consecutive output blocks (i.e., the span [SSS+19] or the number of output blocks involved of the trails are two). In particular, if we treat all transformations before the tag generation operations of TinyJAMBU as a random permutation, we can search for linear trails carrying the correlation of the tag $T_0 \parallel T_1$ as shown in Figure 6.

![Figure 6: Linear trails of TinyJAMBU carrying the correlation of the tag](image)

In practice, we search for such linear masks using MILP-based method with the objective to minimize the number of active AND gates in hope to discover a trail with high bias. However, this approach only considers local constraints of the propagations of the linear masks, where the propagation of the input and output masks of each AND gate is modeled independently and the global dependencies between these gates are ignored, that is, we assume that the local linear approximations of the involved AND gates are independent.
Table 3: Restrictions on the values of \(a\) and \(b\) in \(a \cdot b = z\) when \(\Delta z = 1\).

<table>
<thead>
<tr>
<th>(\Delta a)</th>
<th>(\Delta b)</th>
<th>(\Delta z = 1) iff</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>Never</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>(a = 1)</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>(b = 1)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>(a = b)</td>
</tr>
</tbody>
</table>

Consequently, the trails found can be globally inconsistent, meaning that a “good” trail output by an MILP solver with a very small number of active AND gates can be actually of correlation zero. Even if we partly take the dependencies into account as we will do in Section 3.4, we are not guaranteed to eliminate all inconsistencies. Taking the scenario shown in Figure 6 as an example, to get the real value of \(\text{Corr}(\lambda_0 \cdot T_0 \oplus \lambda_1 \cdot T_1)\), we can express \(\lambda_0 \cdot T_0 \oplus \lambda_1 \cdot T_1\) as a Boolean function in the bits of \(T_0\) and \(K\), and then compute the correlation of this Boolean function. However, there is no polynomial-time algorithm for computing the correlation of a Boolean function with degree higher than two.

In this paper, we make the assumption that each output bit of the AND gate affected by a key bit can be regarded as a freshly new variable, and therefore each application of \(\mathcal{P}_k\) introduces a new variable. In this way, \(\lambda_1 \cdot T_1\) shown in Figure 6 can be expressed as a quadratic Boolean function in the bits of \(T_0\) and these new variables, and so does \(\lambda_0 \cdot T_0 \oplus \lambda_1 \cdot T_1\). Let the quadratic Boolean function representing \(\lambda_0 \cdot T_0 \oplus \lambda_1 \cdot T_1\) be \(f\). In practice, \(f\) can be derived as follows. After we get a sequence of linear masks (including the intermediate masks) of \(\prod_{i=0}^{h-1} \mathcal{P}_k\), we can identify \(h\) linearly active AND gates \(\{\text{AND}_0, \ldots, \text{AND}_{h-1}\}\) whose output mask bits are 1. Assuming that \(v_i\) is the output bit of the gate \(\text{AND}_i\), and \(x_i\) and \(y_i\) are the input bits whose linear masks are \(\eta_i\) and \(\mu_i\) respectively. Then we have

\[
f = \sum_{i=0}^{h-1} (x_i y_i + \eta_i x_i + \mu_i y_i). \tag{7}\n\]

Therefore \(\text{Corr}(\lambda_0 \cdot T_0 \oplus \lambda_1 \cdot T_1) = \text{Corr}(f)\), which can be computed from the disjoint quadratic form of \(f\) [SSS+19].

### 3.3 The Refined Model for Differential Trails

**Related Gates.** In the simple model for counting the number of active AND gates, if there is a difference on at least one of the two input bits, the output of the AND gates has a difference with probability \(2^{-1}\) or does not with probability \(2^{-1}\). It considers independently every AND gate and treats every AND gate in the same way. However, the differential propagation through the AND gates restricts the value of the related bits in different ways.

Let us consider the single AND gates \(ab = z\). When the output has a difference, the input value is restricted as shown in Table 3 depending on the difference of the inputs. The simple model ignores those restrictions of the values, and we will see that it especially fails to capture the relation of the AND gates in the computation of TinyJAMBU.

The main observation that motivates this refinement of the model is that the same value, as it is shifted, will enter twice in two different AND gates. Indeed \(S_{85}\) will pass the AND gate with \(S_{70}\) and also, 15 rounds later, with \(S_{100}\). This raises the question about the correlation of \(a \cdot b\) and \(b \cdot c\) for some values \(a, b, c\). The structure is depicted in Figure 7.

Let \(\Delta ab\) and \(\Delta bc\) denote the output difference of the AND gates \(ab\) and \(bc\), respectively. If we look jointly at the differential propagation property of \(\Delta ab\) and \(\Delta bc\) then only one case does not match the simple approach. It is the case when \(\Delta a = \Delta c = 1\) but \(\Delta b = 0\). In this particular case, the conditions we derive from Table 3 are the same. Both AND...
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Figure 7: Dependency of two AND gates that appears frequently in TinyJAMBU.

Gates will produce the difference, or not, depending on the underlying value \( b \). If \( b = 0 \) then \( \Delta ab = \Delta bc = 0 \), if \( b = 1 \) then \( \Delta ab = \Delta bc = 1 \). Both cases happen with probability \( 2^{-1} \) since it depends on a single bit value. In the refined model we simply force, in this scenario, that both differences jointly propagate, or not, and we only count this as a single active gate.

By doing this we avoid modeling the full underlying state and manage to stay at the differential trail level which keeps the model simple enough for in-depth analysis of TinyJAMBU.

The Model. Concretely the refined model adds additional constraints on top of the simple model’s constraints. The notations for the MILP model variables are:

- \( d_a \) modelizes \( \Delta a \) that is the difference on bit \( a \).
- \( d_{ab} \) modelizes \( \Delta ab \) that is the difference on the output of the AND gate \( ab \).
- \( \gamma_{abc} \) indicates whether there’s a correlation between the two AND gates \( ab \) and \( bc \).

First we put all constraints of the simple model and record all chained AND gates. For instance, let the recorded chains be of the form \( \{(d_{ab}, d_a, d_b), (d_{bc}, d_b, d_c), (d_{cd}, d_c, d_d), \ldots \} \). Then for all consecutive couples \( \{(d_{ab}, d_a, d_b), (d_{bc}, d_b, d_c)\} \) the following constraint is added:

\[
\gamma_{abc} = d_a d_b d_c \\
d_{ab} - d_{bc} \leq 1 - \gamma_{abc} \\
d_{bc} - d_{ab} \leq 1 - \gamma_{abc}
\]

Namely, \( \gamma_{abc} \) is 1 when \( (d_a, d_b, d_c) = (1, 0, 1) \) and \( \gamma_{abc} = 0 \) otherwise. When \( \gamma_{abc} = 0 \), the last two inequalities are always true. Thus those three constraints do not have any impact. When \( \gamma_{abc} = 1 \), the last two inequalities ensure that \( d_{ab} = d_{bc} \).

Then we can subtract all values \( \gamma_{abc} \) in the objective function to only count this once, whereas the simple model would count two active gates. Notice that the convex hull computation technique can easily translate the first equation into a set of linear inequalities.

Also, the first equation ensures that two consecutive \( \gamma_{abc} \) and \( \gamma_{bcd} \) will never be true at the same time and thus their respective correlation cannot happen simultaneously avoiding any clashes.

Detecting Related Couples. In TinyJAMBU, by construction it is easy to see that all concerned gate couples are \( \{(d_{S_i S_{i+15}}, d_{S_i}, d_{S_{i+15}}), (d_{S_{i+15} S_{i+30}}, d_{S_{i+15}}, d_{S_{i+30}})\} \) for all \( 70 \leq i \leq 84 + r - 30 \) with \( r \) the number of rounds as \( S_{70} \) and \( S_{84+r} \) are the first and last values respectively to enter an AND gate. There will be 15 different chains since all values from \( S_{70} \) to \( S_{84} \) will only enter the AND gate once and thus form the start of the chain.
3.4 The Refined Model for Linear Trails

Related Approximations. We can adapt the same idea to refine our model to look for better linear approximations. Indeed, the simple model allows $ab$ to be approximated by $0, a, b$ or $a \oplus b$ with a $1/2$ correlation (and so a bias of $1/4$). So the simple model allows $ab \oplus bc$ to be approximated by any linear combination of $a, b$ and $c$ with a $1/4$ correlation. However, $ab \oplus bc$ can actually be linearly approximated only by $0, b, a \oplus c$ and $b \oplus a \oplus c$ with a $1/2$ correlation. It is very easy to verify that as $ab \oplus bc = b(a \oplus c)$.

Taking into account those related approximations will eliminate wrong approximations while strengthening others. This is very similar to what happens for differential trails in Section 3.3.

Chained Related Approximations. There is a subtlety when considering related linear approximations that was not presented for differential trails. TinyJAMBU is built in such a manner that the values entering the AND gate forms a kind of chain. In the linear case the correlation happens when we need to linearize $ab$ and $bc$ but it may be that we also need to linearize $cd$.

Thus we must be careful not to count too many relations. Luckily the linearization of $ab \oplus bc \oplus cd$ can be done by independently linearizing $ab \oplus bc$ and $cd$. That means that we should ignore the relation between $bc$ and $cd$ when the former is already related to another AND gate.

The Model. Concretely we add some constraints on top of the simple model. For all $a, b$ that enters an AND gate, the simple model expresses $ab \simeq \ell_a^{ab} a \oplus \ell_b^{ab} b$ for unconstrained boolean values $\ell_a^{ab}$ and $\ell_b^{ab}$ so that effectively $ab$ can be linearized by any combination of $a$ and $b$.

So we use the following boolean notations:

- $\ell_a^{ab}$ controls whether $a$ is used to linearly approximate $ab$.
- $\alpha^{ab}$ indicates whether $ab$ needs to be linearized (in TinyJAMBU it is the LSB bit of the linear mask that gets shifted out in the next round).
- $\alpha^{abc}$ indicates whether $ab \oplus bc$ needs to be jointly linearized, that is we take into account their relation. This variable does not exist in the simple model.

First we record the chained values of related AND gates in the order of which they are chained: $\{(\alpha^{ab}, \ell_a^{ab}, \ell_b^{ab}), (\alpha^{bc}, \ell_b^{bc}, \ell_c^{bc}), (\alpha^{cd}, \ell_c^{cd}, \ell_d^{cd}), \ldots\}$. Then we start by the constraints on the head of the chain that is $(\alpha^{ab}, \ell_a^{ab}, \ell_b^{ab})$ and $(\alpha^{bc}, \ell_b^{bc}, \ell_c^{bc})$ (meaning $a$ enters only once the AND gate like $S_{70}$ in TinyJAMBU):

\[
\alpha^{abc} = \alpha^{ab} \alpha^{bc} \\
\ell_a^{ab} = \ell_b^{bc} \leq 1 - \alpha^{abc} \\
\ell_c^{bc} = \ell_a^{ab} \leq 1 - \alpha^{abc}
\]

At last we iterate the constraints for $(\alpha^{bc}, \ell_b^{bc}, \ell_c^{bc}), (\alpha^{cd}, \ell_c^{cd}, \ell_d^{cd})$ using in addition the previous indicator $\alpha^{abc}$ (a may not be the start of the chain now):

\[
\alpha^{bcd} = \alpha^{abc} \alpha^{bc} \alpha^{cd} \\
\ell_b^{bc} = \ell_d^{cd} \leq 1 - \alpha^{bcd} \\
\ell_d^{cd} = \ell_b^{bc} \leq 1 - \alpha^{bcd}
\]

As $\alpha^{bcd}$ captures whether we take into account the relations between $bc$ and $cd$ the first equation ensures that it cannot be $1$ if we already restricted the previous chained AND.
gates. The last two equations force $\ell_{bc} = \ell_{cd}$ when the relation is active effectively forcing the linearization to prevent wrong approximations. To properly estimate the resulting correlation we simply subtract all $\alpha_{abc}$ values in the objective function.

4 Differential Cryptanalysis

In this section, we show several results which we obtained with the refined model for differential trails. We first summarize the existing security analysis by the designers in Section 4.1. We then show our results for the AEAD setting in Section 4.2. Finally, we show our results for the underlying keyed-permutation in Section 4.3.

4.1 Summary of the Security Analysis by the Designers

In the submission document of TinyJAMBU [WH19], the designers searched for the differential trail that has the minimum number of active AND gates in the simple model, i.e., by regarding every AND gate independent. The designers searched for the differential trails under four different constraints about the active-bit positions of the input and output of $P_K$.

Type 1: Input differences only exist in the 32 MSBs. No constraint on the output.

Type 2: No constraint on the input. Output differences only exist in the 32 MSBs.

Type 3: Both of the input and output differences only exist in the 32 MSBs.

Type 4: No constraint.

Type 3 is most relevant to the security as AEAD, while Type 4 is purely for the underlying keyed-permutation $P_K$. The details will be explained later, but most notably, the designers claim that the maximum probability of the 384-round trail of Type 3 is $2^{-80}$ and the maximum probability of the 320-round characteristic of Type 4 is $2^{-13}$, where 384 is the number of rounds of $P_K$ in all members of TinyJAMBU.

4.2 Attacks for the AEAD Setting

4.2.1 Forgery for TinyJAMBU Mode

Overall, our strategy is to attack the nonce setup or the associated data processing because the number of rounds of the keyed permutation is 384, which is significantly smaller than that of the encryption. We inject the difference to 32 bits of the $i$th input block and cancel all the state differences by injecting another difference to 32 bits of the $i + 1$th input block. The differential trails of Type 3 correspond to this situation. Suppose that there exists a differential trail that maps $(\Delta_i \| 0^{96})$ to $(\Delta_{i+1} \| 0^{96})$ over $P_K$ with probability $p$, where $\Delta_i$ and $\Delta_{i+1}$ are two independent 32-bit differences. There are two ways to exploit such a trail to mount a forgery attack.

- The simple scenario is a probabilistic nonce-respect almost universal forgery, where ‘almost’ denotes that the length of AD must be at least two blocks, or 64 bits. Note that the designers also mention this strategy in [WH19]. Let $N$, $A_0 \| A_1$, and $M$ be the nonce, AD, and message to be forged, respectively. Then, an attacker makes a query of $(N, (A_0 \oplus \Delta_i \| A_1 \oplus \Delta_{i+1}), M)$ to the encryption oracle to observe the tag $T$. Then, $T$ is a valid tag for $(N, A_0 \| A_1, M)$ with probability $p$. As long as $p \geq 2^{-64}$, this breaks the 64-bit security.

Because the nonce is processed similarly as the AD, the same attack can be applied by injecting the differences into the nonce. Note that the nonce size is 96 bits for all
members of TinyJAMBU, and nonces are processed over 3 blocks with $\mathcal{P}_K$ (Figure 4). This approach works for arbitrary AD, and this can be advantageous because it is not always true that the attacker has full control of the AD value.

- Let us consider the MAC reforgeability for multiple targets [BC09]: whether or not the success of forging the first target helps to attack the second target. The above scenario does not help to attack the second target. The scenario here is a nonce-respect almost universal forgery with the reforgeability, where ‘almost’ means that $(A, M)$ can be arbitrary, and the first 64 bits of $N$ can be chosen by the attacker. This restriction is weak because implementations accept any $N$ as long as it is new, and the attacker still can choose a new $N$ by modifying the last 32 bits of $N$. Saying differently, for any $(A, M)$, the attacker can find $N$ and $T$ such that $T$ is a valid tag for $(N, A, M)$ in the nonce-respect manner with a tradeoff between the data complexity and the success probability. Once such $N_0 || N_1 || N_2$ is derived, the attacker can forge the tag for any $(A, M)$ immediately.

Let $N_0 || N_1 || N_2$ be the block-wise description of the nonce $N$. The attacker first finds a collision between $(N_0 \parallel N_1 \parallel N_2, A^*, M^*)$ and $(N_0 \parallel \Delta_i \parallel N_1 \parallel \Delta_{i+1} \parallel N_2, A^*, M^*)$. By examining $D$ distinct nonces, the attacker finds a collision after the first two blocks with a probability $D \times p$. Let $N_0' || N_1$ and $N_0'' || N_1'$ be two 64-bits of nonces that make a state collision. Then for any target $A, M$, the attacker chooses the last 32 bits of nonce $N_2 \ast$ arbitrary, and obtains a tag $T$ for $(N_0' || N_1 || N_2 \ast, A, M)$ by making an encryption query. Then, $T$ is also valid for $(N_0'' || N_1' || N_2 \ast, A, M)$.

Note that the reforgeability and the amplification of the success probability for any $(A, M)$ in the nonce-respect manner are not general for the sponge-like constructions. In general, the attacker needs to shift to the nonce-misuse attack or needs to compromise the goal to the existential forgery to enjoy the tradeoff. In fact, if $N$ is embedded inside the initial state value or if the entire 96 bits of $N$ is processed in one block, the same attack goal as the second scenario cannot be achieved (however the security proof seems to be lost with these modifications). Hence the second scenario that exploits three blocks of the nonce is a security issue particular to TinyJAMBU that needs to process 96-bit nonces with the tightly minimized state size for being very lightweight.

In the following, we focus on $p$ for particular rounds. While the designers only considered the single trail, it is known that the construction like TinyJAMBU allows a differential, or a cluster of multiple trails sharing the same input and output difference, of a much high probability. Because we can fix the target input and output differences, we can apply the techniques of [SHW+15a] to look for many trails while ensuring they are right. Then we can sum all of the probabilities of those trails to better approach the probability of the targeted differential going through independently of the actual trail taken.

### 4.2.2 Observations on Full 384 Rounds

As briefly mentioned above, the designers claim that the maximum probability of the full-round characteristic of this type is $2^{-80}$, which is sufficient to claim 64-bit security.

We first point out that there is no differential trail for 384 rounds that can be satisfied with probability $2^{-80}$. To reach this conclusion, we first searched for differential trails with the simple model, and we could actually find several trails with 80 active AND gates. However, all of such trails include some contradiction when the dependency of different AND gates is taken into account.

Secondly, by using the refined model, the best differential trail we found for 384 rounds is given in Table 4. (Details of the trail in the table format will be explained later for 338 rounds in Table 7.) It consists of 88 active AND gates among which 14 couples are correlated as explained in Section 3.3. Therefore this differential trail propagates with
probability $2^{-74} (= 2^{-88+14})$. We then evaluated its differential probability by identifying multiple differential trails with the same input and output differential masks. We found 103 distinct differential trails with probability $2^{-80}$ or more, whose distribution is listed in Table 5. Summing everything gives a differential probability of $2^{-70.68}$, which is much higher than originally evaluated by the designers.

The targeted security level against forgery being of 64 bits, the security margin against differential cryptanalysis, namely the gap between the claimed security bits and the attack complexity, thus stands at less than 8 bits.

Table 4: Probability $2^{-74}$ Type 3 differential trail for 384 rounds found with the refined model. The differences are restricted to the 32 MSBs in the input and output. Those are stressed by red. Information of intermediate differences is provided to recover all the differential propagations in the trail.

| Input: $\Delta S_{127..0}$ | $0104800$ | $0000000$ | $0000000$ | $0000000$ |
| $\Delta S_{255..128}$ | $81044c80$ | $24080304$ | $d200000$ | $22090000$ |
| $\Delta S_{383..256}$ | $81004082$ | $0010200$ | $83000010$ | $26090240$ |

Output: $\Delta S_{511..384}$

| $81004082$ | $0000000$ | $0000000$ | $0000000$ |

Table 5: Differential effect for 384 rounds

| Probability | $2^{-74}$ | $2^{-75}$ | $2^{-76}$ | $2^{-77}$ | $2^{-78}$ | $2^{-79}$ | $2^{-80}$ |
| # Trails | 1 | 5 | 9 | 14 | 20 | 24 | 30 |

4.2.3 Differential Cryptanalysis of 338 Rounds

Another way of computing the security margin is to ask ourselves how many rounds can we break using differential cryptanalysis. Therefore we have run the same tools on a growing number of rounds looking for the largest number of rounds with security less than 64 bits. The results of the evaluation is listed in Table 6. Here, the ‘score’ means the number of AND gates minus the number of couples that are correlated as explained in Section 3.3. Hence, the trail with a score of $X$ can be satisfied with probability $2^{-X}$.

Because active-bit positions are restricted both in the input and the output, the probability does not monotonically decreases as the number of rounds increases. This requires us to evaluate every round numbers, which takes long particularly when the number of rounds becomes large. However, such an approach is necessary to find a spot that allows a high probability trail. As shown in Table 6, the probability of the single trail reaches $2^{-67}$ for 302 rounds, but it suddenly jumps up to $2^{-64}$ for 329 - 338 rounds. In addition, from 348 rounds, we only check if the score can be lower bounded by 67.

In the end, the maximum number of rounds we can attack is 338, which allowed a trail with a score of 64. The details of the differential trail is given in Table 7.

Here we explain all the details of the differential propagation in Table 7. Let $S_{127}$, $S_{126}$, …, $S_0$ be the 128 state bits of the input to $P_K$ and $\Delta S_i$ be its difference. In round $r$, one bit is computed by $P_k$, and its difference is denoted by $\Delta S_{127+r}$ for $r = 1, 2, \ldots, 338$. As shown in Table 7, there are 42 intermediate state bits with the non-zero difference.

$S_{97}, S_{100}, S_{104}, S_{107}, S_{110}, S_{116}, S_{127}, S_{134}, S_{137}, S_{141}, S_{144}, S_{147}, S_{158}, S_{164}, S_{171}, S_{184}, S_{188}, S_{191}, S_{195}, S_{197}, S_{201}, S_{202}, S_{215}, S_{218}, S_{221}, S_{225}, S_{228}, S_{234}, S_{235}, S_{238}, S_{244}, S_{265}, S_{272}, S_{282}, S_{306}, S_{312}, S_{319}, S_{329}, S_{434}, S_{440}, S_{447}, S_{457}$. The difference in $S_i$ makes the AND gates active in round $i - 85$ and round $i - 70$. Let $n_r = 1$ and $n_r = 0$ denote that the AND gates in round $r$ is active and inactive, respectively.
'weight' is defined as a number of active AND gates and 'score' is defined as weight minus the number of correlated AND gates. Question mark (?) signifies that the solver did not finish but the score is lower bounded by 67. Hyphen (−) signifies that no valid trail exists.

Our analysis of the correlation of two AND gates occurs 12 times in the following situations.

\[ (S_{97}, S_{112}, S_{127}), (S_{104}, S_{119}, S_{134}), (S_{107}, S_{122}, S_{137}), (S_{134}, S_{149}, S_{164}), (S_{141}, S_{156}, S_{171}), (S_{158}, S_{173}, S_{188}), (S_{171}, S_{186}, S_{201}), (S_{188}, S_{203}, S_{218}), (S_{191}, S_{206}, S_{221}), (S_{193}, S_{216}, S_{225}), (S_{235}, S_{250}, S_{265}), (S_{282}, S_{297}, S_{312}). \]

### Table 6: Score of the best trail found for various number of rounds in the refined model.

<table>
<thead>
<tr>
<th>Rounds</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>191-200</td>
<td>87</td>
</tr>
<tr>
<td>201-210</td>
<td>76</td>
</tr>
<tr>
<td>211-220</td>
<td>71</td>
</tr>
<tr>
<td>221-230</td>
<td>70</td>
</tr>
<tr>
<td>231-240</td>
<td>60</td>
</tr>
<tr>
<td>241-250</td>
<td>65</td>
</tr>
<tr>
<td>251-260</td>
<td>66</td>
</tr>
<tr>
<td>261-270</td>
<td>66</td>
</tr>
<tr>
<td>271-280</td>
<td>59</td>
</tr>
<tr>
<td>281-290</td>
<td>55</td>
</tr>
<tr>
<td>291-300</td>
<td>46</td>
</tr>
<tr>
<td>301-310</td>
<td>46</td>
</tr>
<tr>
<td>311-320</td>
<td>71</td>
</tr>
<tr>
<td>321-330</td>
<td>71</td>
</tr>
<tr>
<td>331-340</td>
<td>64</td>
</tr>
<tr>
<td>341-350</td>
<td>71</td>
</tr>
<tr>
<td>351-360</td>
<td>71</td>
</tr>
</tbody>
</table>

### Table 7: Probability \(2^{-64}\) Type 3 differential trail for 338 rounds found with the refined model.

<table>
<thead>
<tr>
<th>Input: (\Delta S^{127.0})</th>
<th>80104912</th>
<th>000000000</th>
<th>00000000</th>
<th>000000000</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta S^{255.128})</td>
<td>00104c12</td>
<td>24800628</td>
<td>91000810</td>
<td>40092240</td>
</tr>
<tr>
<td>(\Delta S^{383.256})</td>
<td>00000000</td>
<td>000000200</td>
<td>81040000</td>
<td>04010200</td>
</tr>
<tr>
<td>Output: (\Delta S^{465.338})</td>
<td>00802041</td>
<td>000000000</td>
<td>00000000</td>
<td>000000000</td>
</tr>
</tbody>
</table>

Then we have the following 76 \(n_r\) with 1. Hence by simply counting the number of active AND gates, this differential trail is regarded to be satisfied with probability \(2^{-76}\).

\[ n_{12}, n_{15}, n_{19}, n_{22}, n_{25}, n_{27}, n_{30}, n_{31}, n_{34}, n_{37}, n_{40}, n_{42}, n_{46}, n_{49}, n_{52}, n_{56}, n_{57}, n_{59}, n_{62}, n_{64}, n_{67}, n_{71}, n_{73}, n_{74}, n_{77}, n_{79}, n_{86}, n_{88}, n_{94}, n_{99}, n_{101}, n_{103}, n_{106}, n_{110}, n_{112}, n_{114}, n_{116}, n_{117}, n_{118}, n_{121}, n_{125}, n_{127}, n_{130}, n_{131}, n_{132}, n_{133}, n_{136}, n_{140}, n_{143}, n_{145}, n_{148}, n_{150}, n_{151}, n_{153}, n_{155}, n_{158}, n_{159}, n_{164}, n_{165}, n_{167}, n_{174}, n_{180}, n_{187}, n_{195}, n_{197}, n_{202}, n_{212}, n_{221}, n_{227}, n_{234}, n_{236}, n_{242}, n_{244}, n_{249}, n_{259}. \]

Among those 76 active AND gates, only 23 of them propagate the difference. Let \(y_r = 1\) and \(y_r = 0\) denote that the output of the AND gates in round \(r\) is active and inactive, respectively. Then we have the following 23 \(y_r\) with 1.

\[ y_{25}, y_{30}, y_{46}, y_{57}, y_{73}, y_{94}, y_{110}, y_{117}, y_{130}, y_{143}, y_{148}, y_{150}, y_{153}, y_{155}, y_{158}, y_{164}, y_{165}, y_{167}, y_{174}, y_{180}, y_{187}, y_{195}, y_{197}, y_{202}, y_{212}, y_{221}, y_{227}, y_{234}, y_{236}, y_{242}, y_{244}, y_{249}, y_{259}. \]

Our analysis of the correlation of two AND gates occurs 12 times in the following situations.

\[ (S_{97}, S_{112}, S_{127}), (S_{104}, S_{119}, S_{134}), (S_{107}, S_{122}, S_{137}), (S_{134}, S_{149}, S_{164}), (S_{141}, S_{156}, S_{171}), (S_{158}, S_{173}, S_{188}), (S_{171}, S_{186}, S_{201}), (S_{188}, S_{203}, S_{218}), (S_{191}, S_{206}, S_{221}), (S_{193}, S_{216}, S_{225}), (S_{235}, S_{250}, S_{265}), (S_{282}, S_{297}, S_{312}). \]
For example, for the first case, \((\Delta S_{97}, \Delta S_{112}, \Delta S_{127}) = (1, 0, 1)\) and this ensures \(y_{27} = y_{42}\). Indeed, in our trail, \(y_{27} = y_{42} = 0\). In the simple model, two events of \(y_{27} = 0\) and \(y_{42} = 0\) are counted independently. In fact, both of \(n_{27}\) and \(n_{42}\) are 1. However, as shown in Figure 7, \(y_{27} = 0\) and \(y_{42} = 0\) are jointly controlled by a single-bit condition. Hence, the actual probability is higher by a factor of 2. By considering 12 pairs of correlated AND gates, the probability of the trail is \(2^{-76+12} = 2^{-64}\). Note that all of \(\Delta S_r\), \(n_r\), \(y_r\) and the correlated paired AND gates can be uniquely reproduced from the information in Table 7.

We then evaluated its differential probability by identifying multiple differential trails with the same input and output differential masks. Eventually, we found 24 distinct differential trails with probability \(2^{-72}\) or more, whose distribution is listed in Table 8. Summing everything gives a differential probability of \(2^{-62.68}\), which is much higher than originally evaluated by the designers. The security margin in terms of the number of rounds thus stands at 46 rounds, which is only about 12% of the entire construction.

**Remarks.** One may be interested in converting Table 6 into a graph to see whether we can read some tendency about the relationship between the number of rounds and the score. The graph is shown in Fig. 8. When the number of rounds is small, differential propagation is not flexible enough to satisfy the conditions on the input and the output. Solutions appear from 197 rounds. At the beginning, the trail probability gets higher as the number of rounds increases. We believe this is because various trails can be chosen and some of them are efficient. There may exist a periodic property in every 50 rounds (around

**Table 8:** Differential effect for 338 rounds

<table>
<thead>
<tr>
<th>Probability</th>
<th>2^{-64}</th>
<th>2^{-66}</th>
<th>2^{-67}</th>
<th>2^{-68}</th>
<th>2^{-69}</th>
<th>2^{-70}</th>
<th>2^{-71}</th>
<th>2^{-72}</th>
</tr>
</thead>
<tbody>
<tr>
<td># Trails</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

**Figure 8:** Graph of Table 6. Vertical axis denotes the score and horizontal axis denotes the number of rounds.
230, 280, 330 rounds), while it may be too weak as a ground to predict the score 380 rounds even roughly. It would be an interesting open problem to identify the relationship between the score and the number of rounds.

4.3 Attacks for the Underlying Permutation

Security of the TinyJAMBU mode was proven by assuming the ideal behavior of the underling keyed permutations $\mathcal{P}_K$ and $\hat{\mathcal{P}}_K$. This motivates us to evaluate the security of $\mathcal{P}_K$ against differential cryptanalysis as a stand-alone primitive. Note that the differential for 384 rounds with probability $2^{-70.64}$ already suggests a non-ideal behavior of the full-round $\mathcal{P}_K$ as an ideal keyed-permutation. The goal here is to show that the security is even lower.

4.3.1 Unrestricted Differentials

Here we look at the best differential trails with no restriction on the input or output. This is referred as Type 4 differentials in the submission document of TinyJAMBU [WH19]. The designers showed that the minimum number of active AND gates is 4 for 192 rounds and 13 for 320 rounds. No result was given for 384 rounds or more.

First of all, we applied the simple model to 384 rounds to find that the minimum number of active AND gates is 18. We then applied the refined model for 192, 320 and 384 rounds. For 384 rounds, the best differential trail we found has a score of 19: 20 active gates minus 1 correlation between two AND gates. The differential masks for this trail is given in Table 9. In Table 10 we compare our results with the one given by the designers of TinyJAMBU.

**Experimental Verification.** We tried to verify the Type 4 differential trail for 384 rounds using the implementation of the permutation $\mathcal{P}_K$ provided by the designers and it succeeded². We used any fixed key and random state pairs with input difference $\Delta S_{127..0}$ and verified the output difference against $\Delta S_{511..384}$ as per Table 9. We were able to generate conforming state pairs with a probability close to the theoretical estimate.

<table>
<thead>
<tr>
<th>Input: $\Delta S_{127..0}$</th>
<th>80000000 20010000 00000092 00000000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta S_{255..128}$</td>
<td>00000000 20000000 00004000 00000004</td>
</tr>
<tr>
<td>$\Delta S_{383..256}$</td>
<td>00000000 20000000 00000000 00000000</td>
</tr>
<tr>
<td>Output: $\Delta S_{511..384}$</td>
<td>81020000 20001000 00004080 00000004</td>
</tr>
</tbody>
</table>

**Table 9:** Probability $2^{-19}$ Type 4 differential trail for 384 rounds found with the refined model.

**Table 10:** Score of the best Type 4 trail found for number of rounds evaluated by the original submission document.

<table>
<thead>
<tr>
<th>Rounds</th>
<th>192</th>
<th>320</th>
<th>384</th>
</tr>
</thead>
<tbody>
<tr>
<td>[WH19] (Simple)</td>
<td>4</td>
<td>13</td>
<td>-</td>
</tr>
<tr>
<td>Ours (Refined)</td>
<td>4</td>
<td>12</td>
<td>19</td>
</tr>
</tbody>
</table>

4.3.2 Partly Restricted Differentials

Here we analyse the property of trails where either only the input is restricted, Type 1 trails, or only the output is restricted, Type 2 trails. The designers searched for Type 1 trails...
differentials for 256, 320, 384, 448 and 512 rounds and Type 2 differentials for 384 and 512 rounds. We then applied the refined model for all of the evaluated rounds and found that the scores of Type 1 differentials are smaller than originally evaluated in all rounds. For Type 2 differentials, we did not find any gap between ours and the designers’ evaluation. We compare the results we got with the previous ones in Tables 11 and 12.

**Table 11:** Score of the best Type 1 trail found for number of rounds evaluated by the original submission document. Question mark (?) signifies that the solver didn’t finish.

<table>
<thead>
<tr>
<th>Rounds</th>
<th>256</th>
<th>320</th>
<th>384</th>
<th>448</th>
<th>512</th>
</tr>
</thead>
<tbody>
<tr>
<td>[WH19] (Simple)</td>
<td>22</td>
<td>33</td>
<td>45</td>
<td>55</td>
<td>68</td>
</tr>
<tr>
<td>Ours (Refined)</td>
<td>20</td>
<td>29</td>
<td>41</td>
<td>51</td>
<td>64?</td>
</tr>
</tbody>
</table>

Table 12: Score of the best Type 2 trail found for number of rounds evaluated by the original submission document.

<table>
<thead>
<tr>
<th>Rounds</th>
<th>384</th>
<th>512</th>
</tr>
</thead>
<tbody>
<tr>
<td>[WH19] (Simple)</td>
<td>28</td>
<td>47</td>
</tr>
<tr>
<td>Ours (Refined)</td>
<td>28</td>
<td>47</td>
</tr>
</tbody>
</table>

As mentioned in the design document [WH19], one can upper bound the probability of the forgery attack in which the differential propagation go through two invocations of $P_K$ by combining a trail of Types 1 and 2 for 384 rounds. By our analysis such combination for two times 384 rounds will have a probability at most $2^{-41-28} = 2^{-69}$. The former analysis [WH19] derived an upper bound of $2^{-73}$, 16 times lower.

5 Linear Cryptanalysis

5.1 Refined Analysis for Partially Restricted Keyed Permutation

As we ran the refined model for linear trails on TinyJAMBU, the best linear trails were consistently having no correlated gates. This implies that the optimal solution either coincides or is worse than simple model’s one.

The score value of the objective function should be interpreted as such: a score of $k$ (active gates minus joint linearizations) implies a correlation of $2^{-k}$ and so a bias of $2^{-k-1}$.

Table 13 compares the different results.

**Table 13:** Score of the best linear trail with unrestricted input, restricted output found for number of rounds evaluated by the original submission document. Question mark (?) signifies that the solver did not finish.

<table>
<thead>
<tr>
<th>Rounds</th>
<th>256</th>
<th>320</th>
<th>384</th>
<th>448</th>
<th>512</th>
</tr>
</thead>
<tbody>
<tr>
<td>[WH19]</td>
<td>12</td>
<td>16</td>
<td>22</td>
<td>26</td>
<td>29</td>
</tr>
<tr>
<td>Ours (Refined)</td>
<td>10</td>
<td>15</td>
<td>22</td>
<td>27?</td>
<td>46?</td>
</tr>
</tbody>
</table>

Our results for 256 and 320 rounds do not contain any joint linearization but imply a better bias than the one given in [WH19]. This is inconsistent with the fact that the designers used the simple model to evaluate the linear properties. We could experimentally test the linear trail for 256 rounds and found out that for about a quarter of the keys (253 out of 1000 tested) the absolute bias was $2^{-9.66}$ while the other keys gave an absolute bias of $2^{-12.00}$. The bias was computed with $2^{32}$ trials to be significant. Thus the total expected absolute bias computed experimentally is $2^{-10.99}$ with a clear dependency on the key. The absolute bias of a linear trail does not depend on the key but, in this case, we found 4 trails
with the same input/output mask: the optimal one with a $2^{-11}$ bias and three others with a $2^{-12}$ bias. Their sign and, therefore, the way they sum up together (either constructively or destructively) entirely depends on the key value. Experimentally, we only observed two regimes: for 1/4th of the keys the trails sum up for a $3 \times 2^{-11} + 2^{-12} = 2^{-9.68}$ bias and for the rest the trails cancel each other to a $2^{-12}$ bias. The conditions on the key were not extracted and we leave the existence of weak keys with strong linear bias as an open question.

5.2 Linear Bias of the Tag in the AEAD Setting

Another interesting linear trail to look for is the best linear relation we can find between the two 32-bit words that form the tag in TinyJAMBU. Indeed the tag in TinyJAMBU is formed by outputting the second most significant 32-bit word then applying 384 rounds of the cipher before outputting again the second most significant 32-bit word. The tag is simply formed by concatenation. With the corresponding restriction the best linear trail found is shown in Table 14. This trail has 40 active gates and no correlation so it has an expected bias of $2^{-41}$. It has been validated by the stricter model of Section 3.2.

Table 14: Bias $2^{-41}$ optimal linear trail for 384 rounds found with the refined model. The mask on the input and output data block can only be active on the second most significant 32-bit word. Those are stressed by red. Information of the intermediate masks is provided to recover all linear approximation steps.

<table>
<thead>
<tr>
<th>Input: $mS_{127..0}$</th>
<th>$mS_{255..128}$</th>
<th>$mS_{383..256}$</th>
<th>Output: $mS_{511..384}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>00000000 41100081</td>
<td>00000000</td>
<td>00000000</td>
<td></td>
</tr>
<tr>
<td>00408000 41120491</td>
<td>02008024 08000088</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30c80024 41804890</td>
<td>00449144 80000089</td>
<td></td>
<td></td>
</tr>
<tr>
<td>00000000 00022890</td>
<td>00000000</td>
<td>00000000</td>
<td></td>
</tr>
</tbody>
</table>

A bias of $2^{-41}$ on the tag’s bits would be detectable roughly after $2^{82}$ collected values which do not contradict the authors’ claims.

Moreover the stricter model found 4 linear trails with 40 active gates and 63 with 41 active gates with the input/output linear characteristic of Table 14. The unknown sign of the bias forbids us to simply sum up all the biases like we did for differential paths. However, we can compute the expected absolute value of the correlation by taking the square root of the sum of the square of the correlation of each trails as shown in [AES01, Theorem 7.9.1]. Therefore, taking only the 40 and 41 active gates trails and ignoring the less correlated ones, we can expect an absolute value of the correlation of $\sqrt{4 \cdot 2^{40}^2 + 63 \cdot 2^{41}^2} = 2^{-37.85}$ and thus an expected value of the bias of $2^{-38.85}$ requiring $2^{77.7}$ data to detect.

Notice that [AES01, Theorem 7.9.1] supposes independent random subkeys which is not the case in TinyJAMBU. This theorem notably fails to apply for the 256 rounds linear trail in Section 5.1. Analysis of the key dependencies and their relations might give further insight on the actual absolute bias. Nevertheless, this provides for a good approximation of what we could expect.

6 Conclusion

We presented the refined model to efficiently find highly accurate differential and linear trails of TinyJAMBU. With the refined model, we found a forgery attack with complexity $2^{62.68}$ on 338 rounds and a differential trail with probability $2^{-70.68}$ for the full 384 rounds. Those imply that the security margin of TinyJAMBU is smaller than originally expected, which is now 12% with respect to the number of unattacked rounds or less than 8 bits in
the data complexity for the full rounds. We also applied the refined model to the linear
analytical model and found the better bias for some number of rounds.

Though our attacks do not contradict the original security claims, the attacks are
generic and the margins are already quite small. One simple solution would be to increase
the number of rounds of the small version, $P_K$, from 384 to 512 rounds. As another
suggestion, we noted that the design rationale may have been influenced by the simple
model. We cite in [WH19]: We choose the tap positions that gives excellent differential
and linear characteristics. Therefore using the refined model instead may lead to a better
choice of tap positions with respect to differential and linear cryptanalysis.
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