Differential Attacks on CRAFT Exploiting the Involutory S-boxes and Tweak Additions
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Abstract. CRAFT is a lightweight tweakable block cipher proposed at FSE 2019, which allows countermeasures against Differential Fault Attacks to be integrated into the cipher at the algorithmic level with ease. CRAFT employs a lightweight and involutory S-box and linear layer, such that the encryption function can be turned into decryption at a low cost. Besides, the tweakkey schedule algorithm of CRAFT is extremely simple, where four 64-bit round tweakkeys are generated and repeatedly used. Due to a combination of these features which makes CRAFT exceedingly lightweight, we find that some input difference at a particular position can be preserved through any number of rounds if the input pair follows certain truncated differential trails. Interestingly, in contrast to traditional differential analysis, the validity of this invariant property is affected by the positions where the constant additions take place. We use this property to construct “weak-tweakkey” truncated differential distinguishers of CRAFT in the single-key model. Subsequently, we show how the tweak additions allow us to convert these weak-tweakkey distinguishers into ordinary secret-key distinguishers based on which key-recovery attacks can be performed. Moreover, we show how to construct MILP models to search for truncated differential distinguishers exploiting this invariant property. As a result, we find a 15-round truncated differential distinguisher of CRAFT and extend it to a 19-round key-recovery attack with $2^{60.99}$ data, $2^{68}$ memory, $2^{24.59}$ time complexity, and success probability 80.66%. Also, we find a 14-round distinguisher with probability $2^{-43}$ (experimentally verified), a 16-round distinguisher with probability $2^{-55}$, and a 20-round weak-key distinguisher ($2^{118}$ weak keys) with probability $2^{-63}$. Experiments on round-reduced versions of the distinguishers show that the experimental probabilities are sometimes higher than predicted. Finally, we note that our result is far from threatening the security of the full CRAFT.
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1 Introduction

The spectrum of applications of cryptographic algorithms for securing data and communication is becoming increasingly complex due to our ever-developing information society, where electronic computing devices are pervasive. At one end of the spectrum, cryptographic algorithms are implemented as softwares or hardwares and integrated into
mainframe computers enjoying substantial resources (memory, power, energy, circuit area, etc.). Typically, these mainframe computers are critical information infrastructures (Web servers, database servers, routers, etc.) processing a large amount of information in real time, and are deployed in highly secure locations such that only entities with permissions are allowed to physically access to them. At the other end, cryptographic algorithms run in resource-constrained devices we use in our daily life.

In the latter case, casual accesses to the devices by adversaries are quite likely, and the truth is that in many application scenarios, legitimate users are also well-motivated attackers. Therefore, applying countermeasures to prevent those powerful physical attacks [BS97, Koc96, KJJ99] is essential for the security of such devices. In particular, the so-called fault attack [BS97] is one of such threats which tries to undermine the security of the target device by its faulty operations induced by means of clock glitches [ADN10], laser beams [ADM10, CML11], EM glitches [DDRT12], or under-powering [SGD08].

To apply strong countermeasures against fault attacks while keeping the resulting cryptographic implementation lightweight can be challenging. The tweakable block cipher CRAFT [BLMR19], designed by Beierle, Leander, Moradi, and Rasoolzadeh, is one of the latest efforts. The main goal of the new tweakable block cipher CRAFT is to ease the integration of code-based fault-detection schemes following the concept presented in [AMR18] to defend against in particular the Differential Fault Analysis at the algorithmic level, and at the same time to maintain a low area footprint. Considering a round-based architecture, CRAFT outperforms all lightweight block ciphers with the same state and key size. An encryption-only core of CRAFT costs only 949 GE under the IBM 130 nm ASIC library. This remarkable result is achieved by using a lightweight S-box layer and linear layer, and an extremely simple key schedule algorithm similar to MIDORI [BBB15], PICCOLO [SIH11], and KTANTAN [CDK09], where key bits are alternated to avoid instantiating extra registers for handling round keys in a round-based implementation. Moreover, the fundamental building blocks of CRAFT, including its S-box and linear layer, are involutory. Hence, its encryption function can be turned into decryption without increasing the cost significantly.

In this work, we focus on analyzing the security of CRAFT against traditional differential attacks [BS93], and we are especially interested in investigating how the above discussed features (mainly due to implementation considerations) affect the overall security of CRAFT.

Besides the self-evaluation provided by the designers [BLMR19], there are several papers considering the security of round-reduced CRAFT with respect to single-key or related-key differential attacks [MA19, HSN19, EY19], and zero-correlation linear attacks [HSN19]. However, it seems that these attacks are quite general and do not make full use of the peculiarities of CRAFT (the involutory S-box, the order of the building blocks in the round function, and the addition of round tweakeys). Perhaps the most interesting and best work that exploits the special properties of CRAFT is the recent work published at FSE 2020 [HSN19], where a 14-round related-tweak zero-correlation distinguisher for CRAFT is identified (see Table 1). This distinguisher is found based on the method presented at FSE 2019 [ADG19], which relies on the linearity of the tweakey schedule algorithm.

Our Contribution. We investigate the security of CRAFT with respect to (related-tweak) single-key truncated differential attacks on CRAFT by exploiting its peculiarities. We start from the observation that due to the involutory property of the S-box and the specialty of the linear layer, some cells of the state after the S-box layer in round $i$ can be computed as $S(S(u) + v)$, where $u$ is some cell of the state before the S-box layer in round $i - 1$, and $v$ is some tweakey word. When $v = 0$, the input value or the input difference (if we consider a pair of values) is preserved through this operation. The alternate approach of the key usage and the simplicity of the tweakey schedule further makes it possible to preserve one nibble of the input difference through multiple rounds by imposing an 8-bit condition on the tweak if the input pair follows some truncated differential. Since the conditions
on the tweak are related to one nibble of the key, this property leads to weak tweakey distinguishers, which can be turned into an ordinary secret-key distinguishers by testing the data for all possible values of the involved key bits. It is worth mentioning that the above property may fail if the round constants of \textsc{craft} are added at some other positions rather than that of the original design. This rarely happens in traditional differential attacks.

At this point, we would like to give some discussions about the model of the distinguishers identified in this work. Loosely speaking, our distinguishers can be regarded as related-tweak single-key distinguishers, since in the attacks different tweaks are used to complete the whole distinguishing process. However, our setting is a bit different from the related-tweak single-key model in a strict sense. Firstly, the queries under different tweaks are not combined together to obtain a certain output difference. Instead, the counters counting the occurrences of certain difference are calculated with a set of plaintext-ciphertext pairs obtained with no tweak difference. However, this counting process has to be performed multiple times, and the tweaks are different between each time. Moreover, even if the tweak is fixed, our attacks might succeed but with decreased probabilities according to the likelihood that the required conditions are fulfilled. Here we mention these subtle differences to put the reader into perspective. In what follows, we will regard our distinguishers as related-tweak single-key ones.

Furthermore, we develop an MILP model to search for truncated differential distinguishers exploiting this invariant property. Similar to some recent work on automatic symmetric-key cryptanalysis [SSD\textsuperscript{+}18], the models define two sets of variables describing different properties (truncated differentials and determination relationship) of the cipher. As a result, we find a 15-round distinguisher of \textsc{craft} with probability \(2^{-54}\), based on which we can construct a 19-round key-recovery attack with \(2^{60.99}\) data, \(2^{68}\) memory, \(2^{94.59}\) time complexity, and success probability 80.66\%. Also, we find a 14-round distinguisher with probability \(2^{-44}\), a 16-round distinguisher with probability \(2^{-55}\), and a 20-round weak-key distinguisher (\(2^{118}\) weak keys) with probability \(2^{-63}\). As far as we know, the 14-round distinguisher is the first 14-round related-tweak single-key distinguisher of \textsc{craft} that can be verified practically without investing too much computing power. In the process of verifying the (round-reduced) distinguishers we identified, we observe that the experimental probabilities are sometimes higher than theoretically predicted. Based on this fact, we present a conjectural 16-round distinguisher whose probability is expected to be higher than \(2^{-47}\). If the conjectural 16-round distinguisher is valid in practice, it can be extended to a 17-round one with the same probability. We tested this conjectural distinguisher with one randomly chosen key with \(2^{48}\) data, and we identify 3 correct pairs. A summary of the results is given in Table 1.

For the distinguishers we found in this paper (listed in Table 1), if we restrict some words (typically one to three 4-bit words) of the secret key to be in \(\{0x0, 0xa\}\), the distinguishers can be used in the single-tweak and single-key model. In this scenario, we regard the distinguishers as weak-key ones, which are also summarized in Table 1. For example, the first row of of the weak-key section of Table 1 records a 6-round weak-key truncated differential distinguisher with probability \(2^{-11}\), and the size of the weak-key space is \(2^{119}\), where three nibbles of the key are restricted to \(\{0x0, 0xa\}\). Finally, we make all of our codes for verification publicly available at \url{https://github.com/siweisun/analysis_craft}.

\textbf{Remark.} Firstly, some papers [HSN\textsuperscript{+}19, EY19] report on related-key differential attacks on full \textsc{craft} (also see the last row of Table 1). However, the designers do not claim any security of \textsc{craft} in the related-key model. They even provide a deterministic related-key differential and extend it to an attack on full \textsc{craft} with time complexity \(2^{124}\) [BLMR19]. Secondly, although our attacks exploit some invariant properties of the construction, we are not sure whether this attack can be formulated in the language of those invariant...
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Table 1: Distinguishers for round-reduced CRAFT, where SK, RK, RT stand for single-key, related-key, and related-tweak, respectively. In the weak-key and non-weak-key scenarios, the # Weak column counts the number of weak keys of the underlying distinguisher, and # R tells the number of rounds covered by the distinguisher. Note that due to the degrees of freedom provided by the tweak in differential attacks, we can collect up to $2^{128}$ data.

<table>
<thead>
<tr>
<th>Scenario</th>
<th># Weak</th>
<th># R</th>
<th>Probability</th>
<th>$P_{\text{rnost}}$</th>
<th>Time</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Theoretic</td>
<td>Experiment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SK Diff.</td>
<td>–</td>
<td>10</td>
<td>$2^{-62.61}$</td>
<td>N/A</td>
<td>$2^{62.61}$</td>
<td>[BLMR19]</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>10</td>
<td>$2^{-44.89}$</td>
<td>N/A</td>
<td>$2^{44.89}$</td>
<td>[HSN⁺¹⁹]</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>11</td>
<td>$2^{-49.79}$</td>
<td>N/A</td>
<td>$2^{49.79}$</td>
<td>[HSN⁺¹⁹]</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>12</td>
<td>$2^{-54.48}$</td>
<td>N/A</td>
<td>$2^{54.48}$</td>
<td>[HSN⁺¹⁹]</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>13</td>
<td>$2^{-59.13}$</td>
<td>N/A</td>
<td>$2^{59.13}$</td>
<td>[HSN⁺¹⁹]</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>14</td>
<td>$2^{-63.86}$</td>
<td>N/A</td>
<td>$2^{63.86}$</td>
<td>[HSN⁺¹⁹]</td>
</tr>
<tr>
<td>RT Trunc.</td>
<td>–</td>
<td>12</td>
<td>$2^{-36}$</td>
<td>N/A</td>
<td>$2^{36}$</td>
<td>[MA19]</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>6</td>
<td>$2^{-11}$</td>
<td>$2^{-10.96}$</td>
<td>$2^{-11}$</td>
<td>Fig. 10, App. A</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>8</td>
<td>$2^{-19}$</td>
<td>$2^{-19.19}$</td>
<td>$2^{-19}$</td>
<td>Fig. 11, App. A</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>10</td>
<td>$2^{-27}$</td>
<td>$2^{-27.41}$</td>
<td>$2^{-27}$</td>
<td>Fig. 12, App. A</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>12</td>
<td>$2^{-35}$</td>
<td>$2^{-34.60}$</td>
<td>$2^{-35}$</td>
<td>Fig. 13, App. A</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>14</td>
<td>$2^{-43}$</td>
<td>$2^{-39.22}$</td>
<td>$2^{-43}$</td>
<td>Fig. 14, App. A</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>15</td>
<td>$2^{-54}$</td>
<td>$2^{-39.22}$</td>
<td>$2^{-54}$</td>
<td>Fig. 15, App. A</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>14</td>
<td>$2^{-54}$</td>
<td>$2^{-54}$</td>
<td>$2^{-54}$</td>
<td>Fig. 5, Sect. 3</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>15</td>
<td>$2^{-54}$</td>
<td>$2^{-54}$</td>
<td>$2^{-54}$</td>
<td>Fig. 6, Sect. 3</td>
</tr>
<tr>
<td>Conjectural</td>
<td>–</td>
<td>16+1</td>
<td>$2^{-52}$</td>
<td>$2^{-47}$</td>
<td>$2^{-48}$</td>
<td>Fig. 17, App. B</td>
</tr>
</tbody>
</table>

Weak-key

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>Theoretic</th>
<th>Experiment</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{119}$ Diff.</td>
<td>6</td>
<td>$2^{-11}$</td>
<td>$2^{-10.96}$</td>
<td>$2^{-11}$</td>
<td>$2^{11}$</td>
<td>Fig. 10, App. A</td>
</tr>
<tr>
<td>$2^{119}$ Diff.</td>
<td>8</td>
<td>$2^{-19}$</td>
<td>$2^{-19.19}$</td>
<td>$2^{-19}$</td>
<td>$2^{19}$</td>
<td>Fig. 11, App. A</td>
</tr>
<tr>
<td>$2^{119}$ Diff.</td>
<td>10</td>
<td>$2^{-27}$</td>
<td>$2^{-27.41}$</td>
<td>$2^{-27}$</td>
<td>$2^{27}$</td>
<td>Fig. 12, App. A</td>
</tr>
<tr>
<td>$2^{119}$ Diff.</td>
<td>12</td>
<td>$2^{-35}$</td>
<td>$2^{-32.60}$</td>
<td>$2^{-35}$</td>
<td>$2^{35}$</td>
<td>Fig. 13, App. A</td>
</tr>
<tr>
<td>$2^{119}$ Diff.</td>
<td>14</td>
<td>$2^{-43}$</td>
<td>$2^{-39.22}$</td>
<td>$2^{-43}$</td>
<td>$2^{43}$</td>
<td>Fig. 14, App. A</td>
</tr>
<tr>
<td>$2^{119}$ Diff.</td>
<td>15</td>
<td>$2^{-54}$</td>
<td>$2^{-39.22}$</td>
<td>$2^{-54}$</td>
<td>$2^{54}$</td>
<td>Fig. 15, App. A</td>
</tr>
<tr>
<td>$2^{25}$ Diff.</td>
<td>14</td>
<td>$2^{-54}$</td>
<td>N/A</td>
<td>$2^{-56}$</td>
<td>$2^{24}$</td>
<td>Fig. 5, Sect. 3</td>
</tr>
<tr>
<td>$2^{118}$ Diff.</td>
<td>15</td>
<td>$2^{-54}$</td>
<td>N/A</td>
<td>$2^{-56}$</td>
<td>$2^{24}$</td>
<td>Fig. 6, Sect. 3</td>
</tr>
<tr>
<td>$2^{118}$ Diff.</td>
<td>18+2</td>
<td>$2^{-63}$</td>
<td>N/A</td>
<td>$2^{-64}$</td>
<td>$2^{24}$</td>
<td>Fig. 16, App. A</td>
</tr>
</tbody>
</table>

Linear

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>Theoretic</th>
<th>Experiment</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{12}$ Diff.</td>
<td>11</td>
<td>$2^{-62.12}$</td>
<td>N/A</td>
<td>$2^{64}$</td>
<td>N/A</td>
<td>[BLMR19]</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>Theoretic</th>
<th>Experiment</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{119}$ Diff.</td>
<td>15</td>
<td>$2^{-55.14}$</td>
<td>N/A</td>
<td>$2^{64}$</td>
<td>$2^{55.14}$</td>
<td>[BLMR19]</td>
</tr>
<tr>
<td>$2^{119}$ Diff.</td>
<td>16</td>
<td>$2^{-57.18}$</td>
<td>N/A</td>
<td>$2^{64}$</td>
<td>$2^{57.18}$</td>
<td>[BLMR19]</td>
</tr>
<tr>
<td>$2^{12}$ Diff.</td>
<td>17</td>
<td>$2^{-60.14}$</td>
<td>N/A</td>
<td>$2^{64}$</td>
<td>$2^{60.14}$</td>
<td>[BLMR19]</td>
</tr>
<tr>
<td>$2^{13}$ Diff.</td>
<td>16</td>
<td>$2^{-55.14}$</td>
<td>N/A</td>
<td>$2^{64}$</td>
<td>$2^{55.14}$</td>
<td>[BLMR19]</td>
</tr>
</tbody>
</table>

$$\Delta x_t[i] \in \mathbb{F}_2^4$$ to denote the actual difference at $x_t[i]$.

Outline. In Section 2, we present a brief description of our target CRAFT. In Section 3, we show how to exploit the peculiarities of CRAFT to construct truncated differential distinguishers, which can be searched with MILP-based automatic tools. A 19-round key-recovery attack based on a 15-round truncated differential distinguisher is described in Section 4. Section 5 concludes the paper and proposes several open problems.

2 Specification of CRAFT

CRAFT is a 32-round iterative tweakable block cipher operating on 64-bit blocks of data with a 128-bit key, and 64-bit tweak, whose round function is shown in Figure 1. We use $x_i$, $y_i$, $z_i$ and $w_i$ to denote the states in round $t$. The state $x_i$ is arranged into a $4 \times 4$ square array of 4-bit words (nibbles) as shown in Figure 1, and the cell at row $i$ and column $j$ is referred as $x_t[i, j]$ or $x_t[4i + j]$, where $0 \leq i, j < 4$. In addition, we will use $\Delta x_t[i] \in \mathbb{F}_2^4$ to denote the actual difference at $x_t[i]$. 

attacks [LAAS11, LMR15, BCLR17, TLS16].
The first 31 rounds $R_t$ ($0 \leq t < 31$) of CRAFT are defined as
\[ R_t = SB \circ PN \circ ATK_t \circ ARC_t \circ MC \]
and the last round $R_{31} = ATK_{31} \circ ARC_{31} \circ MC$ omits the SB and PN operations. These operations are described as follows and the round function is visualized in Figure 1.

**MixColumn (MC):** Each Column $(x_t[0, j], x_t[1, j], x_t[2, j], x_t[3, j])$ with $(0 \leq j < 4)$ is transformed into
\[
\begin{pmatrix}
y_t[0, j] \\
y_t[1, j] \\
y_t[2, j] \\
y_t[3, j]
\end{pmatrix} = \begin{pmatrix}
1 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix} \cdot \begin{pmatrix}
x_t[0, j] \\
x_t[1, j] \\
x_t[2, j] \\
x_t[3, j]
\end{pmatrix}
\]
by multiplying an involutory matrix.

**AddConstants (ARC):** An 8-bit round constant $RC_t = (a_t, b_t) \in \mathbb{F}_2^{4 \times 2}$ is XOR-ed into the state cells indexed by 4 and 5 (marked by $\blacksquare$ in Figure 1). The actual round constants used in CRAFT are listed in Table 2.

**Figure 1:** The $t$-th round of CRAFT

**Table 2:** The round constants of CRAFT

<table>
<thead>
<tr>
<th>Round $t$</th>
<th>$RC_t = (a_t, b_t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 - 15</td>
<td>11 84 42 25 96 c7 63 b1 54 a2 d5 e6 f7 73 31 14</td>
</tr>
<tr>
<td>16 - 31</td>
<td>82 45 26 97 c3 61 b4 52 a5 d6 e7 f3 71 34 12 85</td>
</tr>
</tbody>
</table>

**AddTweakey (ATK):** Let $K_0 || K_1 \in \mathbb{F}_2^{64 \times 2}$ be the master key viewed as two square arrays of 16 nibbles, and $T$ be the 64-bit tweak. In round $t$ ($0 \leq t < 32$), $TK_t \mod 4$ is XOR-ed into the state, where
\[
TK_0 = K_0 \oplus T, \quad TK_1 = K_1 \oplus T, \quad TK_2 = K_0 \oplus Q(T), \quad TK_3 = K_1 \oplus Q(T),
\]
and $Q = [12, 10, 15, 5, 14, 8, 9, 2, 11, 3, 7, 4, 6, 0, 1, 13]$ is a permutation of the nibbles of $T$. For the sake of simplicity, we will omit “mod 4” and write $TK_t$ directly in the following sections, which should be understood as $TK_t \mod 4$.

**PermutesNibbles (PN):** Permute the cells of the state by an involutory permutation $P$ such that the $i$th cell of the new state is replaced by the $P(i)$-th cell of the original state, where $P = [15, 12, 13, 14, 10, 9, 8, 11, 6, 5, 4, 7, 1, 2, 3, 0]$. 
SubBox (SB): A 4-bit involutory S-box given in Table 3 is applied in parallel to each cell of the state. This S-box is the same S-box employed in MIDORI [BBI+15], whose differential distribution table is given in Table 4.

**Table 3:** The S-box of MIDORI and CRAFT

<table>
<thead>
<tr>
<th>x</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>S(x)</td>
<td>c</td>
<td>a</td>
<td>d</td>
<td>3</td>
<td>e</td>
<td>b</td>
<td>f</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
</tr>
</tbody>
</table>

**Table 4:** The differential distribution table of the CRAFT S-box

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>a</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>b</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>c</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>d</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>e</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>f</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

3 Truncated Differentials of CRAFT

We start with a trivial property due to an involutory S-box.

**Property 1.** Let $S$ be the involutory S-box of CRAFT, and $\tau_k : \mathbb{F}_2^4 \rightarrow \mathbb{F}_2^4$ be a function mapping $x$ to $S(S(x) \oplus k)$, where $x$ and $k \in \mathbb{F}_2^4$. Then

$$ \tau_0(x \oplus \delta) \oplus \tau_0(x) = S(S(x \oplus \delta)) \oplus S(S(x)) = x \oplus \delta \oplus \delta, $$

that is, $\tau_k$ preserves the input difference with probability 1 when $k = 0$.

**Figure 2:** $x_{t+2}[1] = \tau_{TK_{t+1}[12]}(z_t[1])$

Let us consider two consecutive rounds (round $t$ and round $t + 1$) of CRAFT depicted in Figure 2 and focus on the nibble $x_{t+2}[1]$ (marked by $\square$). Here we emphasize that Figure 2 does not depict any differential trails, and the marker $\square$ is used to indicate the data flow. Clearly, we have

$$ x_{t+2}[1] = S(S(w_t[12]) \oplus TK_{t+1}[12]) = \tau_{TK_{t+1}[12]}(w_t[12]) = \tau_{TK_{t+1}[12]}(z_t[1]). $$
Therefore, according to Property 1, \( \Delta x_{t+2}[1] = \Delta z_t[1] = \Delta y_t[1] \) if \( TK_{t+1}[12] = 0 \). Similarly, we have the following relations:

\[
\begin{align*}
  x_{t+2}[0] &= \tau_{TK_{t+1}[15]}(z_t[0]) \\
  x_{t+2}[1] &= \tau_{TK_{t+1}[12]}(z_t[1]) \\
  x_{t+2}[2] &= \tau_{TK_{t+1}[13]}(z_t[2]) \\
  x_{t+2}[3] &= \tau_{TK_{t+1}[14]}(z_t[3]) \\
  x_{t+2}[4] &= \tau_{TK_{t+1}[10]}(z_t[4]) \\
  x_{t+2}[5] &= \tau_{TK_{t+1}[9]}(z_t[5]) \\
  x_{t+2}[6] &= \tau_{TK_{t+1}[8]}(z_t[6]) \\
  x_{t+2}[7] &= \tau_{TK_{t+1}[11]}(z_t[7])
\end{align*}
\]

Based on the above analysis, for an input pair following certain truncated differential trails, we can preserve the input difference of a particular cell through multiple rounds by imposing proper conditions on the \( TK_i \)'s involved. Taking the truncated differential trail presented in Figure 3 for example, if \( TK_1 \) and \( TK_3 \) satisfy:

\[
\begin{align*}
  TK_1[12] &= K_1[12] \oplus T'[12] = 0 \\
  TK_3[12] &= K_1[12] \oplus Q(T)'[12] = 0 \quad \text{or} \quad \begin{cases} T'[12] = K_1[12] \\ T'[6] = K_1[12] \end{cases},
\end{align*}
\]

we always have:

\[
\begin{align*}
  \Delta x_0[1] &= \Delta y_0[1] = \Delta x_2[1] \\
  \Delta x_2[1] &= \Delta y_2[1] = \Delta x_4[1] \\
  \Delta x_4[1] &= \Delta y_4[1] = \Delta x_6[1] \\
  \Delta x_6[1] &= \Delta y_6[1] = \Delta x_8[1]
\end{align*}
\]

Therefore, if we set \( \Delta x_0[1] = 0xa \), Figure 3 gives a truncated differential distinguisher with input difference \((0x0, 0xa, *, *, 0x0, 0xa, *, *, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, *, 0x0)\) and output difference \((0x0, 0xa, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, *, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, *, 0x0)\). With the preconditions presented in Equation (2), the probability of the distinguisher is computed as \(2^{-4 \times d}\), where \( d = 11 \) is the number of cells canceled out (marked by ■) due to the MC operation. If the attacker can control the input difference \( \Delta x_0 \) and set it to

\[(0x0, 0xa, 0xa, 0xa, 0x0, 0x0, 0x0, 0xa, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0),\]

then the cancellations at state \( y_0 \) happens deterministically, and the cancellations at state \( y_1 \) happens with probability \( 2^{-2} \), since the possible differences of \( \Delta x_1[0] \) and \( \Delta x_1[12] \) must be in \{0x5, 0xa, 0xd, 0xf\} according to Table 4. Therefore, the overall probability of the distinguisher becomes \(2^{-2} \times 2^{-4 \times 6} = 2^{-26}\), while for a random permutation, the probability of

\[\Delta x_8 = (0x0, 0xa, 0x0, 0x0, 0x0, 0x0, 0x0, *, 0x0, 0x0, 0x0, *, 0x0, 0x0, 0x0, 0x0, 0x0, *, 0x0)\]

is \(2^{-4 \times 13} = 2^{-52}\).

At this point, we would like to emphasize that the positions where the constant additions (AddConstants or ARC) take place do matter in our analysis. Assuming that four different 4-bit constants \(c_1, c_3, c_5, \text{ and } c_7\) are XOR-ed into \(y_1[12], y_3[12], y_5[12]\), and \(y_7[12]\) respectively, then to satisfy the conditions given in Equation (3) deterministically, we have to require

\[
\begin{align*}
  TK_1[12] \oplus c_1 &= 0 \\
  TK_3[12] \oplus c_3 &= 0 \\
  TK_1[12] \oplus c_5 &= 0 \\
  TK_3[12] \oplus c_7 &= 0
\end{align*} \quad \text{or} \quad
\begin{align*}
  T'[12] &= K_1[12] \oplus c_1 \\
  T'[6] &= K_3[12] \oplus c_3 \\
  T'[12] &= K_1[12] \oplus c_5 \\
  T'[6] &= K_3[12] \oplus c_7
\end{align*}
\]

which is impossible due to the internal conflicts of the system of equations.
Differential Attacks on CRAFT

Property 2. Let $S$ be the involutory S-box of CRAFT, and $\tau_k : \mathbb{F}_4^2 \to \mathbb{F}_4^2$ be a function mapping $x$ to $S(S(x) \oplus k)$, where $x$ and $k \in \mathbb{F}_4^2$. Then

$$\tau_{0xa}(x \oplus 0xa) \oplus \tau_{0xa}(x) = S(S(x \oplus 0xa) \oplus 0xa) \oplus S(S(x) \oplus 0xa) = 0xa,$$

that is, $\tau_k$ preserves the input difference with probability 1 when both the input difference and $k$ are $0xa$. Note that this property does not hold for an arbitrary involutory S-box.

Therefore, when the difference to be preserved is $0xa$, the previous analysis also holds if $TK_1$ and $TK_3$ satisfy:

$$\begin{cases} TK_1 [12] = K_1 [12] \oplus T[12] = 0xa \\ TK_3 [12] = K_1 [12] \oplus Q(T)[12] = 0xa \end{cases} \quad \text{or} \quad \begin{cases} T[12] = K_1 [12] \oplus 0xa \\ T[6] = K_1 [12] \oplus 0xa \end{cases} \quad (4)$$

Looking at conditions imposed on the distinguisher shown in Figure 3, if we restrict that $K_1 [12] \in \{0x0, 0xa\}$, then during a distinguishing attack, we can encrypt the data with the predefined input difference using tweaks $T$ with $T[12], T[6] \in \{0x0, 0xa\}$, which is a weak-key distinguisher with a weak-key space of size $2^{125}$.

3.1 How to Search for Truncated Differential Distinguishers Exploiting the Invariant Property Automatically

Following the constraint-based (MILP [MWGP11, SHW+14b, ST17], SMT/SAT [KLT15], and CP [GMS16, SGL+17]) methodology for automatic symmetric-key cryptanalysis, we extract the essential rules governing the propagation of the input difference with the invariant property taking into account, convert them into constraints expressed in linear inequalities, and build an MILP model to search for distinguishing of CRAFT automatically. We now clarify the variables, constraints, and objective function of a model for the 2l-round CRAFT. We only consider an even number of rounds because the invariant property involves at least two rounds.
Variables and Constraints. Firstly, we introduce a system of 0-1 variables $\delta x_{t[i]}$, $\delta y_{t[i]}$, $\delta z_{t[i]}$, and $\delta w_{t[i]}$ with $0 \leq i < 16$ for all the states involved to model the single-key truncated differential trails of CRAFT, where a variable is set to 1 if the corresponding cell is differentially active and 0 otherwise. Except for the $\mathcal{MC}$ operation, the modeling process for all other components employs the method proposed by Mouha, Wang, Gu, and Preneel in [MWGP11]. The $\mathcal{MC}$ operation is modeled as follows.

Let $(x_t[j], x_t[4 + j], x_t[8 + j], x_t[12 + j])$ and $(y_t[j], y_t[4 + j], y_t[8 + j], y_t[12 + j])$ be the $j$th input and output columns of the $\mathcal{MC}$ operation $(0 \leq j < 4)$. According to the specification of $\mathcal{MC}$ (see Equation (1)), we have

\[
\begin{align*}
\Delta y_t[j] &= \Delta x_t[j] \oplus \Delta x_t[8 + j] \oplus \Delta x_t[12 + j] \quad (5) \\
\Delta y_t[4 + j] &= \Delta x_t[4 + j] \oplus \Delta x_t[12 + j] \quad (6) \\
\Delta y_t[8 + j] &= \Delta x_t[8 + j] \quad (7) \\
\Delta y_t[12 + j] &= \Delta x_t[12 + j] \quad (8)
\end{align*}
\]

Equation (7) and Equation (8) can be used directly as $\delta y_{t[8 + j]} = \delta x_{t[8 + j]}$ and $\delta y_{t[12 + j]} = \delta x_{t[12 + j]}$ in our MILP model. For Equation (5) and Equation (6), we introduce two additional 0-1 variables $p_{t[j]}$ and $q_{t[j]}$ respectively to capture the probabilistic event that the input differences are canceled out due to the XOR operations. For example, if $\delta x_{t[4 + j]} = 1$ and $\delta x_{t[12 + j]} = 1$, then $\delta y_{t[4 + j]}$ can be 0 (inactive) or 1 (active), and the probability of $\delta y_{t[4 + j]} = 0$ should be $2^{-4}$ for random nonzero input differences. In our model, $p_{t[j]}$ and $q_{t[j]}$ are set to 1 if the probabilistic cancellations happen for active input differences. Therefore, the allowed valuations of $(\delta x_{t[j]}, \delta x_{t[4 + j]}, \delta x_{t[8 + j]}, \delta x_{t[12 + j]}, \delta y_{t[j]}, p_{t[j]}$ and $(\delta x_{t[4 + j]}, \delta x_{t[12 + j]}, \delta y_{t[4 + j]}, q_{t[j]}$) can be summarized in Table 5 and Table 6 respectively.

<table>
<thead>
<tr>
<th>$\delta x_{t[j]}$, $\delta x_{t[4 + j]}$, $\delta x_{t[8 + j]}$, $\delta x_{t[12 + j]}$, $\delta y_{t[j]}$, $p_{t[j]}$</th>
<th>$\delta x_{t[4 + j]}$</th>
<th>$\delta x_{t[8 + j]}$</th>
<th>$\delta x_{t[12 + j]}$</th>
<th>$\delta y_{t[4 + j]}$</th>
<th>$p_{t[j]}$</th>
<th>Cancellation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0 0 0 0 0</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 1 0 1 0 0</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 0 1 0 1 0</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 0 1 0 0 1</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 0 1 0 1 0</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 0 0 1 1 0</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 0 1 0 1 0</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 0 0 1 0 1</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 0 0 0 0 1</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\delta x_{t[4 + j]}$, $\delta x_{t[12 + j]}$, $\delta y_{t[4 + j]}$, $q_{t[j]}$</th>
<th>$\delta x_{t[4 + j]}$</th>
<th>$\delta x_{t[12 + j]}$</th>
<th>$\delta y_{t[4 + j]}$</th>
<th>$q_{t[j]}$</th>
<th>Cancellation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0 0 0 0</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 0 1 0 0</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 0 1 0 1</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 0 0 0 0</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Denoting the sets of all possible valuations listed in Table 5 and Table 6 by $\mathbb{P}_j$ and $\mathbb{Q}_j$ respectively, the constraints imposed on $\delta x_{i[j]}$, $\delta x_{i[4 + j]}$, $\delta x_{i[8 + j]}$, $\delta x_{i[12 + j]}$, $\delta y_{i[j]}$, $\delta y_{i[4 + j]}$, $\delta y_{i[8 + j]}$, $\delta y_{i[12 + j]}$, $p_{i[j]}$, and $q_{i[j]}$ are
\[ \delta y_i[4 + j], \delta y_i[8 + j], \delta y_i[12 + j], p_i[j] \text{ and } q_i[j] \text{ are} \]
\[ \begin{cases} \delta x_i[j], \delta y_i[4 + j], \delta x_i[8 + j], \Delta x_i[12 + j], \delta y_i[j], p_i[j] \in \mathbb{F}_2 \\ \delta x_i[4 + j], \Delta x_i[12 + j], \delta y_i[4 + j], q_i[j] \in \mathbb{Q}_j \end{cases}, \quad (9) \]

which can be converted into linear (in)equalities by the method presented in [SHW+14b, SHW+14a]. Under these constraints, the probability of the truncated differential over the MC layer: \( \mathbb{F}_2^{4 \times 16} \to \mathbb{F}_2^{4 \times 16} \) can be computed as

\[ \prod_{j=0}^{3} 2^{-4\left(p_i[j]+q_i[j]\right)} = 2^{-4} \sum_{j=0}^{3} \delta x_i[j]. \quad (10) \]

Next, we show how to trace the cells whose differences are preserved due to Property 1. To this end, we introduce a set of 0-1 variables \( \partial x_{2i}[i] \) and \( \partial y_{2i}[i] \) for states \( x_{2i} \) and \( y_{2i} \) respectively (0 ≤ \( i \) ≤ l), where \( \partial x_{2i}[i] \) is (or \( \partial y_{2i}[i] \) set to 1 if the value of the difference \( \Delta x_{2i}[i] \) (or \( \Delta y_{2i}[i] \)) is nonzero and known. Otherwise, the variable is set to 0. With this predefined semantics, for the starting state \( x_0 \) of the distinguisher, we always have the constraints \( \delta x_0[i] = \partial x_0[i] \) (0 ≤ \( i \) ≤ 16) since \( x_0 \) is regarded as plaintext and its difference is known. Moreover, we have the following Lemma.

**Lemma 1.** \( \Delta x_{2i}[i] \) is known if and only if \( \delta x_{2i}[i] - \partial x_{2i}[i] = 0. \)

**Proof.** The difference \( \Delta x_{2i}[i] \) is known if and only if \( \delta x_{2i}[i] = 1 \) (the difference is nonzero and known) or \( \delta x_{2i}[i] = 0 \) (the difference is zero). In the former case, \( \delta x_{2i}[i] = \partial x_{2i}[i] = 1, \) and in the latter case \( \delta x_{2i}[i] = \partial x_{2i}[i] = 0. \) \hfill \( \square \)

Let \( (x_{2i}[j], x_{2i}[4 + j], x_{2i}[8 + j], x_{2i}[12 + j]) \) and \( (y_{2i}[j], y_{2i}[4 + j], y_{2i}[8 + j], y_{2i}[12 + j]) \) be the \( j \)th column of the states \( x_{2i} \) and \( y_{2i} \) respectively (0 ≤ \( j \) ≤ 4), and thus

\[ \begin{cases} \Delta y_{2i}[j] = \Delta x_{2i}[j] \\
\Delta y_{2i}[4 + j] = \Delta x_{2i}[4 + j] \\
\Delta y_{2i}[8 + j] = \Delta x_{2i}[8 + j] \\
\Delta y_{2i}[12 + j] = \Delta x_{2i}[12 + j] \end{cases}. \]

Therefore, we have the following constraints according to Lemma 1 and the semantics of the variables:

\[ \begin{align*}
\bullet & \quad \partial y_{2i}[8 + j] = \partial x_{2i}[8 + j], \\
\bullet & \quad \partial y_{2i}[12 + j] = \partial x_{2i}[12 + j], \\
\bullet & \quad \partial y_{2i}[j] = 1 \text{ if and only if } \begin{cases} \delta x_{2i}[j] - \partial x_{2i}[j] = 0 \\
\delta x_{2i}[8 + j] - \partial x_{2i}[8 + j] = 0 \quad \text{and} \quad \delta y_{2i}[j] = 1, \\
\delta x_{2i}[12 + j] - \partial x_{2i}[12 + j] = 0 \end{cases} \\
\bullet & \quad \partial y_{2i}[4 + j] = 1 \text{ if and only if } \begin{cases} \delta x_{2i}[4 + j] - \partial x_{2i}[4 + j] = 0 \\
\delta x_{2i}[12 + j] - \partial x_{2i}[12 + j] = 0 \quad \text{and} \quad \delta y_{2i}[4 + j] = 1, \end{cases}
\end{align*} \]

which can be converted into linear (in)equalities by using the conditional modeling approach given in [SHW+14b]. Let us take the third item as an example. The statement that \( \partial y_{2i}[j] = 1 \) if and only if

\[ \begin{cases} \delta x_{2i}[j] - \partial x_{2i}[j] = 0 \\
\delta x_{2i}[8 + j] - \partial x_{2i}[8 + j] = 0 \quad \text{and} \quad \delta y_{2i}[j] = 1, \\
\delta x_{2i}[12 + j] - \partial x_{2i}[12 + j] = 0 \end{cases} \]
is equivalent to the following system of linear (in)equalities:

\[
\begin{align*}
\partial y_{2l}[j] &\leq 1 - (\delta x_{2l}[j] - \partial x_{2l}[j]) \\
\partial y_{2l}[j] &\leq 1 - (\delta x_{2l}[8 + j] - \partial x_{2l}[8 + j]) \\
\partial y_{2l}[j] &\leq 1 - (\delta x_{2l}[12 + j] - \partial x_{2l}[12 + j]) \\
(\delta x_{2l}[j] - \partial x_{2l}[j]) + (\delta x_{2l}[8 + j] - \partial x_{2l}[8 + j]) + (\delta x_{2l}[12 + j] - \partial x_{2l}[12 + j]) + \partial y_{2l}[j] &\geq \gamma_{2l}[j]
\end{align*}
\]

Due to Property 1, we also have the following constraints for states \( y_{2t-2} \) and \( x_{2t} \) for \( t \geq 1 \). For \( t \geq 1 \) and \( 8 \leq i < 16 \), the difference \( \Delta x_{2t}[i] \) is always unknown and thus \( \partial x_{2t}[i] = 0 \). For \( t \geq 1 \) and \( 0 \leq i < 8 \), we have

\[
x_{2t}[i] = S(w_{2t-1}[i]) = S(z_{2t-1}[P(i)]) = S(y_{2t-1}[P(i)] \oplus TK_{2t-1}[P(i)]) = S(x_{2t-1}[P(i)] \oplus TK_{2t-1}[P(i)]) = S(S(z_{2t-2}[i]) \oplus TK_{2t-2}[P(i)]) = S(S(y_{2t-2}[i] \oplus TK_{2t-2}[i]) \oplus TK_{2t-1}[P(i)])
\]

which gives \( x_{2t}[i] = y_{2t-2}[i] \oplus TK_{2t-2}[i] \) when \( TK_{2t-1}[P(i)] = 0 \). Therefore, \( \Delta x_{2t}[i] = \Delta y_{2t-2}[i] \), which leads to \( \partial x_{2t}[i] = \partial y_{2t-2}[i] \) under the condition \( TK_{2t-1}[P(i)] = 0 \). Note that in our model we do not introduce any variable for the round tweakeys. We just assume all conditions can be satisfied, and these conditions can be retrieved after a distinguisher is identified.

**The Objective Function.** According to Equation (10), the probability of the identified distinguisher can be characterized as

\[
\prod_{t=0}^{2l-1} 2^{-4 \sum_{j=0}^{3} (p_t[j] + q_t[j])} = 2^{-4 \sum_{i=0}^{15} \sum_{j=0}^{3} (p_t[j] + q_t[j])}.
\]

Consequently, the objective function can be set to minimize

\[
\sum_{i=0}^{2l-1} \sum_{j=0}^{3} (p_t[j] + q_t[j]).
\]

Moreover, to make sure that the distinguisher we find has some advantage over the random permutation whose probability is

\[
2^{-4(16 - \sum_{i=0}^{15} \delta x_{2l}[i]) - 4 \sum_{i=0}^{15} \partial x_{2l}[i]},
\]

we can include the following constraint:

\[
\sum_{i=0}^{2l-1} \sum_{j=0}^{3} (p_t[j] + q_t[j]) \leq 16 - \sum_{i=0}^{15} \delta x_{2l}[i] + \sum_{i=0}^{15} \partial x_{2l}[i].
\]

Note that for the distinguishers found by the MILP model, we need to recompute its probability since the attacker may control the input difference to increase the probability of the cancellations due to the \( MC \) operations appearing in the beginning rounds. Finally, all the models generated according to the above discussion in this work can be solved within 5 minutes on a PC with the Gurobi MILP Solver [gur19].

### 3.2 Truncated Differential Distinguishers of CRAFT

Before presenting the distinguishers, we describe in a high level how the distinguishers should be used in practice. A detailed algorithmic description of the distinguishing attack for a concrete distinguisher can be found in Algorithm 1. For each of our distinguishers,
we specify some conditions on the tweak. When these conditions are fulfilled, the discrimi-
nators can be regarded as ordinary truncated differential ones. Given a set of data
with \( N \) plaintext. If the conditions involve \( e \) independent bits of the key information, we
need to prepare \( 2^e \) sets of plaintext-ciphertext pairs from the \( N \) plaintext. In each of
these set, there are \( N \) plaintext-ciphertext pairs, where the ciphertexts are obtained by
encrypting the plaintexts with a tweak hypothetically satisfying the specified conditions
associated with a particular guess of the \( e \)-bit key information. Then each of the \( 2^e \) sets
are independently analyzed with differential cryptanalysis. It should be noted that within
each set, a unique tweak is used and thus there is no tweak difference.

Using the MILP-based tool, the longest distinguisher we can find is a 16-round one
shown in Figure 4. For a random plaintext \((P, P')\) pair with difference
\[
\Delta x_0 = (0x0, 0x0, 0xa, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0),
\]
the probability that the corresponding ciphertext pair \((C, C')\) satisfies

\[
\begin{align*}
\Delta C[0, 1, 3, 6, 7, 8, 10, 11, 14, 15] &= 0 \\
MC(PN(SB(C))) &\oplus MC(PN(SB(C'))) \in \{0, 1, 2, 3, 4, 5, 6, 7, 8, 11, 12, 14, 15\} = 0
\end{align*}
\]

is \( 2^{-55} \) under the condition

\[
\begin{align*}
T[7] &\oplus K_1[10] \in \{0x0, 0xa\}, T[10] &\oplus K_1[10] \in \{0x0, 0xa\}, \\
T[6] &\oplus K_1[13] \in \{0x0, 0xa\}, T[13] &\oplus K_1[13] \in \{0x0, 0xa\}, \\
T[3] &\oplus K_1[9] \in \{0x0, 0xa\}, T[9] &\oplus K_1[9] \in \{0x0, 0xa\}
\end{align*}
\]

while for a random permutation, the output pair fulfills Equation (11) with probability
\( 2^{-56} \). Note that the probability of each cancellation \( \square \) at states \( y_1 \), and \( y_3 \) (see Figure 4)
is \( 2^{-2} \), since the possible values of the summands of the XOR operation are restricted to
\( \{0x5, 0xa, 0xd, 0xf\} \) (see the \( 0xa \)-th row of Table 4). For the cancellation \( \square \) at state \( y_4 \), we have

\[
\begin{align*}
y_4[1] &= x_{4}[9] \oplus x_{4}[13] \\
x_{4}[9] &= S(S(w_2[5]) \oplus S(w_2[13]) \oplus TK_3[5]) \\
x_{4}[13] &= S(S(w_2[2]) \oplus S(w_2[10]) \oplus S(w_2[14]) \oplus TK_3[2])
\end{align*}
\]

and thus \( \Delta y_4[1] = \Delta x_{4}[9] \oplus \Delta x_{4}[13] = S(S(w_2[5]) \oplus S(w_2[13]) \oplus TK_3[5]) \oplus S(S(w_2[5]) \oplus S(w_2[13]) \oplus 0xa)) \oplus TK_3[5] \oplus S(S(w_2[2]) \oplus S(w_2[10]) \oplus S(w_2[14]) \oplus TK_3[2]) \oplus S(S(w_2[2]) \oplus S(w_2[10]) \oplus 0xa) \oplus S(w_2[14]) \oplus TK_3[2]). \) If we assume \( w_2[2, 5, 10, 13, 14] \) and \( TK_3[2, 5] \) are random, the probability of \( \Delta y_4[1] = 0 \) is approximately \( 2^{-3} \). Note that similar reasoning applies to the evaluation of the probabilities of the other distinguishers presented in this paper.

Although the distinguisher shown in Figure 4 is the longest in the single-key model, it is not good when used in a key-recovery attack since it activates a relatively higher number of cells at the starting and ending states. By limiting the number of active cells of the starting state and ending state of the distinguisher in our MILP models, we find a 14-round (round 0 to round 13) distinguisher given in Figure 5 under the condition

\[
\begin{align*}
TK_1[12] &= K_1[12] \oplus T[12] \in \{0x0, 0xa\} \\
TK_3[12] &= K_1[12] \oplus Q(T)[12] \in \{0x0, 0xa\}
\end{align*}
\]

or

\[
\begin{align*}
T[12] &\oplus K_1[12] \in \{0x0, 0xa\} \\
T[6] &\oplus K_1[12] \in \{0x0, 0xa\}
\end{align*}
\]

If we set the input difference \( \Delta x_0 \) to
\[
\Delta x_0 = (0x0, 0xa, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0),
\]
the probability of
\[
\Delta x_{14} = (0x0, 0xa, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, *, 0x0)
\]

is \( 2^{-55} \). However, for the corresponding ciphertext pair \((C, C')\) satisfies

\[
\begin{align*}
\Delta C[0, 1, 3, 6, 7, 8, 10, 11, 14, 15] &= 0 \\
MC(PN(SB(C))) &\oplus MC(PN(SB(C'))) \in \{0, 1, 2, 3, 4, 5, 6, 7, 8, 11, 12, 14, 15\} = 0
\end{align*}
\]

is \( 2^{-55} \) under the condition

\[
\begin{align*}
T[7] &\oplus K_1[10] \in \{0x0, 0xa\}, T[10] &\oplus K_1[10] \in \{0x0, 0xa\}, \\
T[6] &\oplus K_1[13] \in \{0x0, 0xa\}, T[13] &\oplus K_1[13] \in \{0x0, 0xa\}, \\
T[3] &\oplus K_1[9] \in \{0x0, 0xa\}, T[9] &\oplus K_1[9] \in \{0x0, 0xa\}
\end{align*}
\]
is $2^{-54}$, while the probability for the output difference of a random permutation fulfilling condition (14) is $(2^{-4})^{13} \times 2^{-4} = 2^{-56}$.

Due to the specialty of the round function of CRAFT, the 14-round weak-key distinguisher can be extended to a 15-round one without decreasing its probability as shown in Figure 6.
When a random pair of plaintexts \((P, P')\) whose difference is given in Equation (13) is encrypted with a tweak satisfies Equation (12), the probability that the ciphertext pair \((C, C')\) fulfills the following condition:

\[
\begin{align*}
\Delta C[0, 1, 2, 4, 5, 6, 7, 9, 10, 11, 14, 15] &= 0 \\
S^{-1}(C[3]) \oplus S^{-1}(C'[3]) &= S^{-1}(C'[13]) \oplus S^{-1}(C[13]) \\
S^{-1}(C[12]) \oplus S^{-1}(C'[12]) &= 0xa
\end{align*}
\]

is \(2^{-54}\). For a random permutation, its output difference satisfying condition (15) is \(2^{-56}\).

According to the above discussion, our 15-round distinguisher only works when the tweaks used satisfy condition (12), or equivalently, we need to know \(K_1[12]\) such that proper
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Figure 6: A 15-round truncated differential trail of CRAFT with probability $2^{-54}$, where the differences marked by green cells must be of the same value, the difference of the yellow cell can be any value, and $x_{15} \oplus x'_{15}$ must be of the form given by $\Delta w_{14}$ presented in the figure.

tweaks can be chosen to force $TK_1[12] = TK_3[12] = 0$. However, this precondition can be easily removed by guessing the value of $K_1[12] \in \mathbb{F}_4^2$ and performing the distinguishing attack for each guess, which allows us to recover the secret value of $K_1[12]$ simultaneously. The detailed procedure is described in Algorithm 1.

Algorithm 1: Recovering $K_1[12]$ based on the truncated differential shown in Figure 6

1. $\text{Counter} \leftarrow [0,0,0,0,0,0,0,0,0,0,0,0,0,0,0]$
2. /* $g_{K_1[12]}$ is the guessed value of $K_1[12]$ */
3. for $g_{K_1[12]} \in \mathbb{F}_4^2$ do
4.   for $0 \leq i < 2^{54}$ do
5.     $T \leftarrow \text{Random}(\mathbb{F}_4^2 \times 16)$
6.     $T[6] \leftarrow g_{K_1[12]}$, $T[12] \leftarrow g_{K_1[12]}$
7.     $P \leftarrow \text{Random}(\mathbb{F}_4^2 \times 16)$, $P' \leftarrow P \oplus \begin{bmatrix} 0x0 & 0x0 & 0x0 & 0x0 \\ 0x0 & 0x0 & 0x0 & 0x0 \\ 0x0 & 0x0 & 0x0 & 0x0 \\ 0x0 & 0x0 & 0x0 & 0x0 \end{bmatrix}$
8.     $C \leftarrow \text{Enc}(P, K_0||K_1, T)$
9.     $C' \leftarrow \text{Enc}(P', K_0||K_1, T)$
10.   if $(C, C')$ fulfills condition (15) then
11.     $\text{Counter}[g_{K_1[12]}] \leftarrow \text{Counter}[g_{K_1[12]}] + 1$
12.   end
13. end
14. end
15. return $k$ and $k \oplus 0xa$ such that $\text{Counter}[j] \leq \text{Counter}[k]$ for any $j \in \{0, \cdots, 15\}$

The 14-round distinguisher given in Figure 5 is employed in a 19-round key-recovery attack in Section 4. However, if we do not consider the performance of the subsequent key-recovery attack, more effective 14-round distinguishers can be found. For example, Figure 7 gives a 14-round distinguisher with

\[
\begin{align*}
\Delta x_0 &= (0x0, 0x0, 0xa, 0x0, 0xa, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0, 0x0) \\
\Delta x_{14} &= (0x0, 0x0, 0xa, 0x0, 0xa, \ast, 0x0, 0x0, 0x0, \ast, 0x0, 0x0, \ast, 0x0, 0x0, 0x0)
\end{align*}
\]
whose probability is $2^{-44}$ under the condition

$$\begin{cases} T[7] \oplus K_1[10] \in \{0x0, 0xa\}, T[10] \oplus K_1[10] \in \{0x0, 0xa\} \\ T[0] \oplus K_1[13] \in \{0x0, 0xa\}, T[13] \oplus K_1[13] \in \{0x0, 0xa\} \\ T[3] \oplus K_1[9] \in \{0x0, 0xa\}, T[9] \oplus K_1[9] \in \{0x0, 0xa\} \end{cases}.$$  

As far as we know, this is the first reported 14-round related-tweak single-key truncated differential distinguisher of CRAFT which can be verified practically without investing too much computational power. In fact, our experiments show that the probability of this distinguisher is much higher than the theoretical estimation. Therefore, we further extend this distinguisher to 16 rounds as shown in Figure 16 in Appendix B. The theoretical probability of this distinguisher is $2^{-52}$, while the probability for the output difference of a random permutation to satisfy the output difference of the distinguisher is $2^{-48}$. Hence, there is no advantage. However, according to the experiments for other round-reduced distinguishers, we conjecture that the probability of this 16-round distinguisher should be higher than $2^{-47}$. If this conjecture is valid, the 16-round distinguisher can be extended to a 17-round one with the same probability.

In addition, with the help of the MILP-based tool and some manual work, we come up with a 20-round weak-key truncated differential distinguisher with probability $2^{-63}$. This distinguisher is depicted in Figure 16, the method for estimating the probability is similar to [EK18] and is given in the following.

**Probability Analysis of the (18 + 2)-round Weak-key Truncated Differential Distinguisher.** Here we analyze the probability of an 18-round weak-key truncated differential distinguisher with probability $2^{-63}$, which can be extended at both ends to construct a 20-round weak-key distinguisher with the same probability as shown in Figure 16. The size of the weak-key space is $2^{118}$, where we require that

$$\begin{cases} K_1[9], K_1[10], K_1[13] \in \{0x0, 0xa\} \\ K_0[9] \in \{0x0, 0x2, 0x5, 0x7, 0x8, 0xa, 0xd, 0xf\} \end{cases}. \tag{16}$$

**Lemma 2.** Let $S$ be the involutory S-box of CRAFT, and $\tau_k : \mathbb{F}_2^4 \to \mathbb{F}_2^4$ be a function mapping $x$ to $S(S(x) \oplus k)$, where $x$ and $k$ $\in \mathbb{F}_2^4$. Then we have

$$\begin{cases} \Pr[S(x \oplus 0xa) \oplus S(x) = 0xa \text{ and } \tau_k(x \oplus 0xa) \oplus \tau_k(x) = 0xa] = 2^{-2}, k \in \{0x0, 0x7, 0xa, 0xd\} \\ \Pr[S(x \oplus 0xa) \oplus S(x) = 0xa \text{ and } \tau_k(x \oplus 0xa) \oplus \tau_k(x) = 0xf] = 2^{-2}, k \in \{0x2, 0x5, 0x8, 0xf\} \\ \Pr[S(x \oplus 0xf) \oplus S(x) = 0xa \text{ and } \tau_k(x \oplus 0xf) \oplus \tau_k(x) = 0xa] = 2^{-2}, k \in \{0x2, 0x5, 0x8, 0xf\} \end{cases}.$$  

**Lemma 3.** Let $S$ be the involutory S-box of CRAFT, and $\tau_k : \mathbb{F}_2^4 \to \mathbb{F}_2^4$ be a function mapping $x$ to $S(S(x) \oplus k)$, where $x$ and $k$ $\in \mathbb{F}_2^4$. Then we have:

$$\Pr[S(x) \oplus S(x \oplus 0xa) = 0xa] = \frac{\#\{x \in \mathbb{F}_2^4 : S(x) \oplus S(x \oplus 0xa) = 0xa\}}{\#\mathbb{F}_2^4} = 2^{-2},$$

$$\Pr[\tau_k(x) \oplus \tau_k(x \oplus 0xa) = 0xa] = \frac{\#\{(x, k) \in \mathbb{F}_2^4 : \tau_k(x) \oplus \tau_k(x \oplus 0xa) = 0xa\}}{\#\mathbb{F}_2^4 \times \#\mathbb{F}_2^4} = 2^{-2}.$$  

We assume that the conditions on the key given in Equation (16) hold, and the cells of the tweaks corresponding to the $\square$ cells in Figure 16 are zero, that is,


We now analyze the probability of the truncated differential trail shown in Figure 16 segment by segment. Note that the technique for probability evaluation is quite similar to [EK18]. The 18 round truncated differential trail can be written as:
We now analyze the probability of the segment $\Delta x_0 \rightarrow \Delta x_4 \rightarrow \Delta x_8 \rightarrow \Delta x_{12} \rightarrow \Delta x_{16} \rightarrow \Delta x_8$.

The truncated differential trail $\Delta x_0 \rightarrow \Delta x_4 \rightarrow \Delta x_8$ is the same as $\Delta x_8 \rightarrow \Delta x_{12}$, and $\Delta x_4 \rightarrow \Delta x_8$ is the same as $\Delta x_{12} \rightarrow \Delta x_{16}$. So we only need to analyze three truncated differential trails: $\Delta x_0 \rightarrow \Delta x_4 \rightarrow \Delta x_8$, $\Delta x_4 \rightarrow \Delta x_8$ and $\Delta x_{16} \rightarrow \Delta x_8$. First, we consider the segment $\Delta x_4 \rightarrow \Delta x_8$ with

\[ \Delta x_4 = 0x00a0a50000000000 \] and $\Delta x_8 = 0x00a0af0000000000$. 

Before the analysis, we emphasize that all the probabilities are conditioned under certain input difference patterns shown in Figure 16. For the sake of conciseness, we omit the conditions in our equations.

- For $\Delta x_4 \rightarrow \Delta y_5$, $\Pr[\Delta x_4 \rightarrow \Delta y_5] = \Pr[\Delta y_6[1] = 0x0] = \Pr[\Delta x_5[9] = 0xa] = 2^{-4}$.

- For $\Delta x_6$, under the key condition Equation (16) and tweak condition Equation (17) we know that the value of $T_K[9, 10, 13]$ is zero. In this case we can deduce that $\Delta x_6[2] = \Delta y_6[2]$, $\Delta x_6[4] = \Delta y_6[4]$ and $\Delta x_6[5] = \Delta y_6[5]$. For $\Delta x_6[13]$, we have $\Pr[\Delta x_6[13] = 0xa] = \Pr[\Delta y_6[13] = 0xa] = 0xa] = 2^{-2}$ according to Lemma 3, where $c$ is a random constant determined by the values of $x_5[2], x_5[14]$ and $T_K[2]$. Also, we note that $\Delta y_6[2] = \Delta x_6[10]$. And we will analyze $\Delta x_6[9]$ in the follow.

- For $\Delta y_7[2]$, $\Pr[\Delta y_7[2] = 0x0] = \Pr[\Delta x_7[2] = \Delta x_7[10] = 2^{-2}$, as $\Delta x_7[2], \Delta x_7[10] \in \{0x5, 0xa, 0xd, 0xf\}$.

- For $x_6[9], y_7[1]$ and $y_7[5]$, there are two possibilities:
  - If $T_K[9] \in \{0x0, 0x7, 0xa, 0xd\}$, according to Lemma 2, $\Pr[\Delta x_7[5] = 0xa, \Delta x_6[9] = 0xa] = 2^{-2}$ because:
    \[ \Pr[S(z_5[5] \oplus 0xa) \oplus S(z_5[5]) = 0xa, \tau_{\Delta y_7[5]}(z_5[5] \oplus 0xa) \oplus \tau_{\Delta y_7[5]}(z_5[5]) = 0xa] = 2^{-2}, \]
    as we have limit that $\Delta z_5[5] = 0xa$ in (1). And we can easily deduce that $\Pr[\Delta x_7[13] = \Delta x_7[9] = 0xa] = 2^{-4}$. Then we have that $\Pr[\Delta y_7[5] = 0xa] = 0xa] = 2^{-2}$, as $\Delta y_7[5] = 0xa] = 2^{-2}$, according to 
  - When $T_K[9] \in \{0x2, 0x5, 0x8, 0xf\}$, we can deduce that $\Pr[\Delta x_7[5] = 0xf, \Delta x_6[9] = 0xa] = 2^{-2}$ because:
    \[ \Pr[S(z_5[5] \oplus 0xa) \oplus S(z_5[5]) = 0xa, \tau_{\Delta y_7[5]}(z_5[5] \oplus 0xa) \oplus \tau_{\Delta y_7[5]}(z_5[5]) = 0xf] = 2^{-2}, \]
    as we have limit that $\Delta z_5[5] = 0xa$ in (1). And we can easily deduce that $\Pr[\Delta x_7[13] = \Delta x_7[9] = 0xf = 2^{-4}$. Then we have that $\Pr[\Delta y_7[5] = 0xa] = 0xa] = 2^{-2}$, as $\Delta y_7[5] = 0xa] = 2^{-2}$, according to.

- For $\Delta x_8$, under the key condition Equation (16) and tweak condition Equation (17) we know that the value of $T_K[9, 10, 13]$ is zero. In this case we can deduce that $\Delta x_8[2] = \Delta y_0[2]$, $\Delta x_8[4] = \Delta y_0[4]$ and $\Delta x_8[5] = \Delta y_0[5]$. 

In total, the probability of the truncated differential trail $\Delta x_4 \rightarrow \Delta x_8$ is $2^{-14}$ under the conditions given by Equation 16 and Equation 17. Similarly we can deduce that the probability of $\Delta x_4 \rightarrow \Delta x_8$ is also $2^{-14}$ in the same weak-key condition.

We now analyze the probability of the segment $\Delta x_16 \rightarrow \Delta x_{18}$:
Differential Attacks on CRAFT

• For $\Delta y_{17}[1]$, $\Pr[\Delta y_{17}[1] = 0\times0] = \Pr[\Delta x_{17}[9] = \Delta x_{17}[13]] = \Pr[\Delta x_{17}[9] = \Delta x_{17}[13] = 0\timesa] + \Pr[\Delta x_{17}[9] = \Delta x_{17}[13] = 0\timesf] = 2^{-3}$.

• For $\Delta x_{18}[9]$ and $\Delta x_{18}[13]$, $\Pr[\Delta x_{18}[9] = \Delta x_{18}[13] = 0\timesa] = 2^{-4}$ from Lemma 3.

Combining all the analysis above, we arrive at an 18-round truncated differential trail $\Delta x_0 \rightarrow \Delta x_{18}$ shown in Figure 16 with probability $2^{-63}$. Similar to the analysis of previous sections, we can append one round at the end of the truncated differential trail without decreasing the probability of the distinguisher. In addition, since $TK_3[9, 10, 13]$ is known in our model, we can stack one more round at the top of the trail with proper input data without increasing the probability of the distinguisher. Finally, we obtain the 20-round weak-key distinguisher presented in Figure 16. We note that although our 20-round trail depicted in Figure 16 starts with $TK_3$ as the 17-round related-tweak distinguisher given in [BLMR19], by adjusting the conditions on the tweak, our distinguisher can start with $TK_i$ for any $i \in \{0, 1, 2, 3\}$.

Experimental Verification. To confirm the validity of our analysis in practice, we experimentally verify round-reduced versions of the trail given in Figure 7. For example, in the experiment for verifying the $r$-round trail ($r \in \{6, 8, 10\}$):

$$
\begin{align*}
\Delta x_0 &= (0\times0, 0\times0, 0\timesa, 0\times0, 0\timesa, 0\times0, 0\times0, 0\times0, 0\times0, 0\times0, 0\times0, 0\timesa, 0\times0, 0\times0) \\
\Delta x_r &= (0\times0, 0\times0, 0\times0, 0\timesa, *, 0\times0, 0\times0, 0\times0, *, 0\times0, 0\times0, *, 0\times0, 0\times0)
\end{align*}
$$

which are depicted in Figure 10, Figure 11, and Figure 12 in Appendix A. We also attempt to verify the full 14-round distinguisher given in Figure 7 with the help of GPU accelerated computations (four NVIDIA GTX 1080ti GPU cards). In each of these experiments, we randomly chose a key, encrypt many pairs under tweaks fulfilling the required conditions of the underlying distinguishers, and count the number of correct pairs. The same procedure is repeated for 10 randomly chosen keys, and the experimental probability is computed as the average number of correct pairs, which are summarized in Table 1.

We also try to experimentally verify the 16-round distinguisher given in Figure 17 with theoretical probability $2^{-52}$, which can be extended to a 17-round distinguisher with the same probability (see Appendix B for more details).

For the 18-round weak-key distinguisher with theoretical probability $2^{-63}$ shown in Figure 16, which can be extended to a 20-round distinguisher with the same probability, we extract two 8-round segments $\Delta x_0 \rightarrow \Delta x_9$ and $\Delta x_4 \rightarrow \Delta x_{12}$, and one 2-round segment $\Delta x_{16} \rightarrow \Delta x_{18}$ of the full trail whose theoretical probabilities are $2^{-28}$, $2^{-28}$, and $2^{-7}$, respectively. We then verify them experimentally. We randomly chose a key and a tweak fulfilling the required conditions of the underlying distinguishers, encrypt many pairs of data with the input difference, and count the number of correct pairs. The same procedure is repeated for 16 randomly chosen weak keys, and the experimental probabilities are computed as the average number of correct pairs. The experimental probabilities are $2^{-28.00}$, $2^{-28.02}$, and $2^{-7.00}$, respectively, fitting with the theoretical analysis very well.

For the sake of completeness, we also verify a 6-round distinguisher derived from the trail given in Figure 5 with a method similar to Algorithm 1, where we distinguish the target and recover $K_i[12]$ at the same time. We perform the experiments for 20 randomly chosen keys. In every of the 20 experiments, the correct key value always appears in the two largest counters $i$ and $j$ such that $i \oplus j = 0\timesa$, which perfectly match our theoretical analysis due to Property 1 and Property 2. The record of the 20 experiments are provided at https://github.com/siweisun/analysis_craft/blob/master/trace.txt. The codes for reproducing the results can be found at https://github.com/siweisun/analysis_craft.
Key-Recovery Attacks on CRAFT in the Single-key Model

In this section, we provide a key-recovery attack on 19-round CRAFT. It is based on a 15-round truncated differential distinguisher, which is slightly different from the one presented in Figure 6. Instead of using one cluster of characteristics with one fixed input difference, we consider fifteen clusters of differential characteristics, where the known difference \( \delta \in \mathbb{F}_2^4 \). The reason is to ensure that the statistics in the cases of good and wrong keys follow different distributions. The attack procedure can be found in Figure 8 and Algorithm 2. To reduce the complexity, we move the MixColumn operation to the end of the AddTweakey operation and denote \( \text{MC}(RC_t \oplus TK_t) \) as \( \overline{TK}_t \).
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Figure 8: A key-recovery attack on 19-round CRAFT

In the attack, we prepare \( S \) structures for each value of \( T[6] \). In each structure \( S_i \), there are \( 2^{32} \) plaintexts such that the cells of the state \( P \) shown in Figure 8 marked by \( \square \) and \( \blacksquare \) traverse all possible values while the remaining cells are fixed to some random constants. Then, for each structure, we encrypt the plaintexts in it using the encryption oracle with some tweak \( T \) validating the equation \( T[6] = T[12] \). We insert every ciphertext (with its corresponding plaintext) \( (P, C) \) into a hash table \( \mathbb{H} \) at index \( MC(C)[0, 3, 4, 5, 7, 8, 11, 13] \). Thus, each pair \( ((P, C), (P', C')) \) from the same index of \( \mathbb{H} \) satisfies the difference pattern of \( \Delta x_{18} \) shown in Figure 8. For each such pair, we check whether

\[
MC(P \oplus P') = \begin{bmatrix}
0x0 & * & 0x0 & 0x0 \\
0x0 & 0x0 & 0x0 & 0x0 \\
0x0 & 0x0 & * & 0x0 \\
0x0 & 0x0 & * & *
\end{bmatrix}
\tag{18}
\]

as \( \Delta z_0 \) shown in Figure 8. All pairs violating Equation (18) are discarded without further processing since they have no hope to comply with the input difference \( \Delta x_3 \) as shown in Figure 8 required by the distinguisher. To check whether the survived pairs follow the differential propagation in Figure 8, we should guess the values of some tweakcells so that we can compute the values of the cells marked by \( \square \) and the differences of the cells marked by \( \blacksquare \). In this way, we guess

\[ g_K = T_{K_0}[0, 1, 2, 6, 7, 8, 9, 10, 12, 13, 14, 15]|T_{K_1}[3, 4, 11, 13, 15] \]

step by step, which enables us to partially encrypt and decrypt the pairs to derive \( \Delta x_2 \) and \( \Delta w_{16} \). Conforming pairs with respect to the distinguisher (see \( \Delta x_2 \) and \( \Delta w_{16} \) in Figure 8) will vote for the underlying key guess \( g_K \). We fix the threshold as \( \Upsilon \), and the key guess will be accepted if the counter of right pairs satisfies \( Cnt[i] \geq \Upsilon \).

**Complexity Analysis.** In the attack, we encrypt \( S \times 2^{32} \) plaintexts for each fixed value of \( T[6] \), and thus the data complexity is \( S \times 2^{32} \times 4 \). Each structure leads to approximately \( (2^{32})^2/2 = 2^{63} \) pairs and the number of pairs used to check the validity of the distinguisher is approximately \( N = S \times 2^{63} \times 2^{-8} \times 4 = S \times 2^{31} \). Then, the counter of right pairs follows a binomial distribution of parameters \( (N, p_0 = 2^{-52}) \) in the case of the good key and \( (N, p = 2^{-56}) \) otherwise. Denote \( \alpha \) as the non-detection error probability and \( \beta \) as the
Algorithm 2: A 19-round key-recovery attack on CRAFT

1 Prepare $S$ structures $S_0, \ldots, S_{S-1}$, each of which contains $2^{32}$ plaintexts
2 for each possible 4-bit value $T[6]$
3     for $i \in \{0, \ldots, S - 1\}$ do
4         $T[0, 1, 2, 3, 4, 5, 7, 8, 9, 10, 11, 12, 13, 14, 15] \leftarrow \text{Random}(F_{2}^{15})$
5         $T[12] \leftarrow T[6]$
6         Initialize an empty hash table $H$
7         for each plaintext $P \in S_i$ do
8             $C \leftarrow \text{Enc}(P, K, T)$
9             Insert $(P, C)$ into $H$ at index $\text{MC}(C)[0, 3, 4, 5, 7, 8, 11, 13]$
10         end
11     end
12 Allocate a global counter $\text{Cnt}[g]$ for each of $2^{68}$ possible values of $g_K$
13 for each pair $((P, C), (P', C'))$ extracted from the same index of $H$ do
14     if $\text{MC}(P \oplus P') = \left[ \begin{array}{cccccc} 0x0 & 0x0 & 0x0 & 0x0 & 0x0 & 0x0 \\ 0x0 & 0x0 & 0x0 & 0x0 & 0x0 & 0x0 \\ 0x0 & 0x0 & 0x0 & 0x0 & 0x0 & 0x0 \end{array} \right]$ then
15         for each possible 40-bit value $\overline{TK}_0[0, 1, 7, 8, 9, 10, 12, 13, 14, 15]$ do
16             Derive $\Delta x_1[0]$ and the pair of values at $x_1[3, 4, 11, 12, 15]$
17             Compute $\Delta z_1[0] = \Delta x_1[0] \oplus \Delta x_1[12]$
18             if $\Delta z_1[0] \equiv 0$ then
19                 for each possible 16-bit value $\overline{TK}_1[3, 4, 11, 15]$ do
20                     Derive $\Delta x_2[1, 10, 14]$
21                     if $\Delta x_2[1] \equiv \Delta x_2[10] \equiv \Delta x_2[14]$ then
22                         for each possible 8-bit value $\overline{TK}_2[2, 6]$ do
23                             Derive $\Delta y_1[7][0, 1, 4, 5, 8]$ and the pair of values at $y_1[7][3, 12, 13]$
24                             if $\Delta y_1[7][0, 1, 4, 5] \equiv 0x0000$ then
25                                 for each possible 4-bit value $\overline{TK}_3[13]$ do
26                                     Derive $\Delta w_1[3, 12, 13]$
27                                     if $\Delta w_1[3] \equiv \Delta w_1[13]$ and $\Delta w_1[12] \equiv \Delta x_2[1]$ then
28                                         Increment the counter corresponding to $g_K$
29                                     end
30                                 end
31                             end
32                         end
33                     end
34         end
35     end
36     end
37 end
38 for $i \in \{0, 1, \ldots, 2^{68} - 1\}$ do
39     if $\text{Cnt}[i] \geq \Upsilon$ then
40         Set $i||K_1[12]$ as a possible candidate for $g_K||K_1[12]$
41         Exhaustively test all master keys that are compatible with it against at most two plaintext-ciphertext pairs
42     end
43 end

false alarm error probability. With the method in [BGT11], we have

$$\beta \xrightarrow{N \to \infty} \frac{(1 - p)\sqrt{\frac{Y}{N}}}{(\frac{Y}{N} - p)\sqrt{2\pi N (1 - \frac{Y}{N})}} \exp \left[-ND\left(\frac{Y}{N} \parallel p\right)\right],$$

$$\alpha \xrightarrow{N \to \infty} \frac{p_0\sqrt{1 - (\frac{Y - 1}{N})}}{(p_0 - (\frac{Y - 1}{N})\sqrt{2\pi (\frac{Y - 1}{1})}} \exp \left[-ND\left(\frac{Y - 1}{N} \parallel p_0\right)\right],$$

(19)

where $D(p\parallel q) \triangleq p \ln \left(\frac{p}{q}\right) + (1 - p) \ln \left(\frac{1 - p}{1 - q}\right)$ is the Kullback-Leibler divergence between two Bernoulli probability distributions with parameters being $p$ and $q$, respectively.

Now, we detail the time complexity of Algorithm 2. To begin with, the time complexity to obtain plaintext-ciphertext pairs at line 8 is $T_{\text{line-8}} = 2^4 \times S \times 2^{32} = S \times 2^{64}$ one-round of encryptions. Because the number of pairs extracted from the same index of $H$ is approximately $S \times 2^{31}$ for each value of $T[6]$, the time complexity to check the condition on $MC(P \oplus P')$ at line 14 is bounded by $T_{\text{line-14}} = 2^4 \times S \times 2^{31} = S \times 2^{35}$ one-round of encryptions. Also, the number of surviving pairs after this sieving phase is approximately $S \times 2^{31}$ regarding one fixed value of $T[6]$. Consequently, the time complexity of the operation at line 16 is at most $T_{\text{line-16}} = 2^4 \times S \times 2^{15} \times 2^{40} = S \times 2^{69}$ one-round of encryptions. After that, for each value of $T[6]$, there are about $S \times 2^{14}$ pairs that satisfy the restriction on the value of $\Delta z_1[0]$ at line 18. So, the time complexity of the operation at line 20 is at most $T_{\text{line-20}} = 2^4 \times S \times 2^{11} \times 2^{56} = S \times 2^{71}$ one-round of encryptions. Since the number of remaining pairs at line 23 is $S \times 2^3$ for one fixed value of $T[6]$, the time complexity of the operation at line 23 is $T_{\text{line-23}} = 2^4 \times S \times 2^3 \times 2^{41} = S \times 2^{74}$ one-round of encryptions. As the probability that a pair fulfils the conditional statement at line 24 is about $2^{-16}$, the number of pairs that participate in the operation at line 26 is $S \times 2^{-13}$. Thus, the time complexity of the operation at line 26 is $T_{\text{line-26}} = 2^4 \times S \times 2^{-13} \times 2^{68} = S \times 2^{59}$ one-round of encryptions. After setting the threshold $\Upsilon$, the time complexity $T_{\text{line-42}}$ of the operation at line 42 is determined by the false alarm error probability $\beta$, which is $2^{128} \times \beta \times (1 - 2^{-64})$ 19-round of encryptions.

Note that the time complexity of the attack is dominated by the operations at line 20, line 23, and line 42 of Algorithm 2. The total time complexity $T_1 = T_{\text{line-20}} + T_{\text{line-23}}$ of the operations at line 20 and line 23 is about $S \times 2^{71} \times 2$ 19-round of encryptions, and the time complexity $T_2 = T_{\text{line-42}}$ is $2^{128} \times \beta \times (1 - 2^{-64})$ 19-round of encryptions. We set the threshold $\Upsilon$ as $N \times p_0 - 2 = S \times 2^{41} \times p_0 - 2$ and try to select the value of $N$ such that the following two conditions are validated simultaneously:

- the success probability $P_S = 1 - \alpha$ is not lower than 80%;
- the overall time complexity of the attack $T_1 + T_2$ is minimized.

The relation curves of the data complexity, time complexity, and success probability are given in Figure 9. Then, we set $N$ as $2^{55.99}$ and thus have $S = 2^{24.99}$, $P_S = 80.66\%$, $T_1 + T_2 = 2^{104.59}$.

Therefore, in summary, the data complexity is $2^{60.99}$ chosen plaintexts, the time complexity is $2^{94.59}$ 19-round of encryptions, and the memory complexity is $2^{68}$ for the counters of keys.

5 Conclusion

With the aid of MILP-based automatic tools, we identify a 15-round truncated differential distinguisher of CRAFT with probability $2^{-54}$, which can be extended to a 19-round key-recovery attack. The proposed attack relies on a property of CRAFT where an input
Figure 9: The relation curves of the attack. Since $\Upsilon \ll N$ in our setting, we do not use Equation (19) and directly exploit the probability density function of the binomial distribution to estimate $\alpha$ and $\beta$.

difference is preserved through an arbitrary number of rounds with proper conditions imposed on the tweak if the input pairs follow certain truncated differential trail. This property is made possible by a combination of the specialties of CRAFT, including the involutory S-box, the involutory linear layer, the order of the components arranged in the round function, and the positions of the round constant additions. Also, we find some 16-round distinguishers and one 20-round weak-key distinguisher. Experimental results on round-reduced versions of these distinguishers are generally better than the theoretical analysis. In the future, it is interesting to investigate whether this property can be employed in other cryptanalytic attacks.
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Figure 10: A 6-round truncated differential trail of CRAFT with probability $2^{-11}$

Figure 11: An 8-round truncated differential trail of CRAFT with probability $2^{-19}$
Figure 12: A 10-round truncated differential trail of CRAFT with probability $2^{-27}$
Figure 13: A 12-round truncated differential trail of CRAFT with probability $2^{-35}$
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Figure 14: A 14-round truncated differential trail of CRAFT with probability $2^{-43}$

Figure 15: A 15-round truncated differential trail of CRAFT with probability $2^{-43}$
Figure 16: A 20-round weak-key truncated differential distinguisher of CRAFT with probability $2^{-63}$.
According to the experiments for the 6-, 8-, and 10-round distinguishers, we conjecture that the experimental probability of the 16- or 17-round distinguisher should be no less than $2^{-48}$. For a randomly chosen key

$$K = K_0 \parallel K_1 = 0x27a6781a43f364bc \parallel 0x916708d5fbb5fefe,$$

we encrypt $2^{48}$ data with the required conditions on the tweak, and we finally obtain three correct pairs:
Therefore, with this particular key, the probability that the differential holds is about $2^{-46.42}$. However, we do not draw any concrete conclusion since the experiments are too inadequate.