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#### Abstract

In this paper, we propose a new heuristic algorithm to search efficient implementations (in terms of Xor count) of linear layers used in symmetric-key cryptography. It is observed that the implementation cost of an invertible matrix is related to its matrix decomposition if sequential-Xor (s-Xor) metric is considered, thus reducing the implementation cost is equivalent to constructing an optimized matrix decomposition. The basic idea of this work is to find various matrix decompositions for a given matrix and optimize those decompositions to pick the best implementation. In order to optimize matrix decompositions, we present several matrix multiplication rules over $\mathbb{F}_{2}$, which are proved to be very powerful in reducing the implementation cost. We illustrate this heuristic by searching implementations of several matrices proposed recently and matrices already used in block ciphers and Hash functions, and the results show that our heuristic performs equally good or outperforms Paar's and Boyar-Peralta's heuristics in most cases.
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## 1 Introduction

Lightweight cryptography has become one of the main focuses in cryptographic community as the rapid development of lightweight applications, such as Radio-Frequency IDentification (RFID) tags and Internet of Things (IoTs). Generally, lightweight cryptography means lowcost implementable cryptography, where low-cost covers circuit size, energy consumption, latency and so on. Among which the circuit size of a cryptographic algorithm depends on the number of required gates to implement it. In this sense, lightweight cryptography means a cryptographic algorithm with small block and key size and with very efficiently implementable building blocks (e.g., small nonlinear components, and compact linear layer requiring very few or even no Xor gates).

There is already a lot of work focusing on the design of lightweight symmetric-key primitives $\left[\mathrm{BKL}^{+} 07, \mathrm{GPPR} 11, \mathrm{BBI}^{+} 15\right]$. To this end, the designer would favor lightweight components to reduce the cost. For instance, a recursive Maximum Distance Separable (MDS) matrix [DR02] is first adopted in LED [GPPR11] block cipher, which recursively multiply a simpler matrix for generating an MDS matrix; A near MDS matrix with all nonzero elements being 1 is adopted in MIDORI [ $\left.\mathrm{BBI}^{+} 15\right]$.

The design of lightweight cryptography has inspired the study of lightweight building blocks in the past several years. The Sbox is one of the most important nonlinear components of symmetric-key cryptography, and 4 -bit Sbox is a popular choice in the design of lightweight cryptography since its compact implementation in both hardware
and software [LP07, Saa11, ZBRL15, JPST17]. Besides, the design of lightweight linear components has also got intensive studies [SKOP15, BKL16, LS16, LW16, LW17, SS16, $\mathrm{GLG}^{+} 17$, ZWS18, $\mathrm{LSL}^{+}$19], with special attention paid on MDS matrices since an MDS matrix has an optimal branch number [Dae95] and provides a decent lower bound on the minimal number of active S-boxes within a few rounds. Another line of work focuses on optimizing implementations of linear matrices over $\mathbb{F}_{2}$ [JPST17, BMP13, Paa97, TP20, BFI19, ME19]. As the goal of this line of work is to find a smaller number of Xor gates needed to implement a linear layer, this is of more practical significance. For example, the Advanced Encryption Standard (AES) [DR02] has been widely used in practice, and its round function has been frequently used in the design of other cryptographic primitives (such as AEGIS [WP13] and ForkAES [ARVV18]), thus an implementation of its linear layer with a smaller Xor count will directly reduce the cost of deploying AES and the primitives that uses its round function. This paper follows this line of work and offers an alternative heuristic to search optimized implementations of linear matrices.

Since the linear layer of a symmetric-key primitive can be represented as a binary matrix, the implementation of a linear layer is a sequence of Xor operations. Thus, the implementation cost of a linear layer can be estimated by the number of Xor operations required to implement the corresponding binary matrix. There are generally three metrics discussed in the literature, i.e., $\mathrm{d}-\mathrm{Xor}, \mathrm{s}$-Xor, and what we called g -Xor in this paper. Generally, the direct-Xor (d-Xor) metric counts the number of 1's in a matrix, and a lightweight matrix is thus a sparse matrix under this metric. The sequential-Xor (s-Xor) metric counts the number of XoR instructions $x_{i}=x_{i} \oplus x_{j}$ needed to transform the inputs to the outputs. In this paper, we refer to general-Xor (g-Xor) as a metric counting the number of operations $t_{i}=t_{j} \oplus t_{k}$ that required to compute the outputs from the given inputs. Note that the difference between s-Xor and g-Xor is that s-Xor counts self-update Xor operations, i.e., the first input bit will be rewritten as the Xor of the two input bits, while the g -Xor uses another variable to store the result. Though d-Xor is intuitive and easy to compute, it is not sufficient to use d-Xor to measure the implementation cost of a matrix [JPST17, KLSW17, DL18], since implementing a linear matrix under d-Xor metric may compute the same intermediate value several times. However, determining the optimal implementation under s-Xor or g-Xor metric is a hard problem.

In fact, finding the minimal g-Xor count corresponds to the Shortest Linear Program (SLP) problem which has been proved by Boyar et al. to be an NP-hard problem. As pointed out in [Köl19], determining the optimal s-Xor count is related to the problem of optimal pivoting in Gauss-Jordan elimination, as the number of additions in an optimal elimination process is an upper bound of the s-Xor count. Currently, there are no efficient algorithms to compute the optimal $g$-Xor or s-Xor count for a given matrix with a large size, say $32 \times 32$ matrices. However, a lot of work has been focusing on this topic and tried to reduce this gap. Paar's [Paa97] and Boyar-Peralta's [BP10] heuristics are the two most discussed methods to search optimized implementations of linear matrices under g-Xor metric. In [JPST17], the authors presented an exhaustive search algorithm to determine the optimal s-Xor count of small-scale matrices. Following this line of work, we will present in this paper a new heuristic to search optimized implementations under s-Xor metric for reasonable large matrices.

Our Contribution. In this paper, we propose a new heuristic which can be used to find efficient implementations of binary matrices of size up to 32 under s-Xor metric. The s-XOR count measures the number of in-place [JPST17] operations $x_{i}=x_{i} \oplus x_{j}$ required to transform the inputs to the outputs, and each operation is equivalent to performing a row addition of the corresponding matrix [Köl19] which will result in an identity (or a permutation) matrix eventually. As each row addition can be simulated by a left-multiplication of an elementary matrix, the problem of determining a smaller s-Xor
count of an invertible matrix $M$ is reduced to deriving a matrix decomposition of $M$ with as fewer type- 3 elementary matrices as possible.

To this end, we present seven rules of elementary matrix multiplications which can help reduce the number of type-3 elementary matrices for a given matrix decomposition, with the restriction that all matrices are over $\mathbb{F}_{2}$. These rules are built on the fact that Xoring the same two bits will cancel each other, and we could save one Xor operation. Among all the seven rules, six of which specify the cases when three consecutive Xor operations can be reduced to two Xor operations, and one of which specifies the case when two consecutive Xor operations can be reduced to one Xor operation.

With the help of these rules, a new heuristic is designed to search optimized implementations of matrices. This heuristic can be roughly divided into two steps. The first step is to decompose the given matrix into a product of elementary matrices, and the second step is to build a lot of equivalent decompositions to be optimized by iteratively applying the seven rules.

To compare our heuristic with the previous ones, we implemented our heuristic and experimented on several matrices. The results show that our heuristic can find equally good or better implementations in most cases compared with those obtained using Paar's and Boyar-Peralta's heuristics. For instance, we find an implementation of $M_{A E S}$ (the MixColumns matrix of AES) using 92 s-Xor operations, which performs equally good as the previous best result of $M_{A E S}$ under g-Xor metric [Max19]. Moreover, an implementation under s-XOR metric is a sequence of in-place instructions. Therefore, on platforms equipped with invariably 2 -operand instructions, our implementation is quite straightforward for compiling since they need no extra auxiliary registers and additional copy instructions. Thus, our heuristic enjoys an extra advantage that it can be very friendly for bit-sliced implementations of linear layers on software. Similar reasoning deduces the advantage of our in-place instructions for the quantum implementations of linear layers in terms of the number of qubits and gates needed. Also, since an invertible matrix and its inverse share the same matrix decomposition length (in terms of the number of type-3 elementary matrices) [BKL16, Köl19], they have the same implementation cost under s-Xor metric. As a direct application, the inverse MixColumns matrix used in AES can be implemented with 92 Xor's.

All the source code of this paper is available at https://github.com/xiangzejun/ Optimizing_Implementations_of_Linear_Layers.

Structure of the Paper. The paper is structured as follows. Section 2 presents some backgrounds and introduces related work. Strategies to obtain matrix decompositions adopted in our heuristic are presented in Sect. 3. Section 4 proposes several rules to help optimize a matrix decomposition. Section 5 describes our heuristic search algorithm in detail, and the applications of this heuristic to a large set of matrices. At last, Section 6 discusses and concludes the paper.

## 2 Preliminaries

We first present some notations used throughout the paper.

### 2.1 Backgrounds

Elementary Operations. There are three types of operations that are called elementary operations in matrix theory, which are

1. Interchange two rows (columns), which will be referred to as type-1 elementary operations.

| $\mathbb{F}_{2}$ | the finite field with two elements 1 and 0. |
| :--- | :--- |
| $\mathbb{F}_{2^{s}}$ | the finite field with $2^{s}$ elements. |
| $\mathbb{F}_{2}^{l}$ | the vector space of all $l$-dimensional vectors over $\mathbb{F}_{2}$. |
| $\mathbb{F}_{2^{s}}^{l}$ | the vector space of all $l$-dimensional vectors over $\mathbb{F}_{2^{s}}$. |
| $\mathrm{GL}\left(n, \mathbb{F}_{2}\right)$ | all $n$-by- $n$ invertible matrices over $\mathbb{F}_{2}$. |
| $\mathrm{GL}\left(n, \mathbb{F}_{2}\right)^{l \times l}$ | all $l$-by- $l$ matrices with their elements being matrices in $\mathrm{GL}\left(n, \mathbb{F}_{2}\right)$. |
| $I_{n}$ | the $n$-by- $n$ identity matrix over $\mathbb{F}_{2}$. |
| $I$ | the identity matrix over $\mathbb{F}_{2}$ if the order is clear from the context. |
| $E(i \leftrightarrow j)$ | the resulting matrix by exchanging the $i$ th and $j$ th row of an identity <br> matrix (a type- 1 elementary matrix). |
| $E(i+j)$ | the resulting matrix by adding the $j$ th row to the $i$ th row of an identity <br> matrix (a type- 3 elementary matrix). |

2. Multiply a row (column) with a nonzero number, which will be referred to as type-2 elementary operations.
3. Add a row (column) to another one multiplied by a nonzero number, which will be referred to as type-3 elementary operations.

Thus, concerning both row and column operations, there are in total six types of elementary operations.

Elementary Matrix and Matrix Decomposition. If an elementary operation is performed on an identity matrix, the resulting matrix is called an elementary matrix. Thus, there are three types of elementary matrices, referred to as type- 1 , type- 2 and type- 3 , which correspond to the three types of elementary operations. Since elementary operations are invertible transformations, all elementary matrices are invertible matrices. Moreover, the inverse of an elementary matrix is also an elementary matrix. Note that performing an elementary operation on matrix $M$ can be simulated by left-multiplying or right-multiplying the corresponding elementary matrix. For example, adding the $j$ th row to the $i$ th row of $M$ can be simulated as left-multiplying $M$ by $E(i+j)$ and adding the $i$ th column of $M$ to the $j$ th column can be simulated as right-multiplying $M$ by $E(i+j)$.

Theorem 1 (Theorem 1.2.16 in [Art11]). Any invertible matrix can be transformed into an identity matrix using elementary row and/or column operations. Thus, any invertible matrix can be decomposed as a product of elementary matrices.

Linear Algebra in $\mathbb{F}_{\mathbf{2}}$. Since the only nonzero element in $\mathbb{F}_{2}$ is 1 , if we consider a matrix in $\mathrm{GL}\left(n, \mathbb{F}_{2}\right)$, type-2 elementary operations make the matrix unchanged and type-3 elementary operations are equivalent to adding a row (or a column) to another. Therefore, the type- 2 elementary operations are not concerned in the rest of the paper.

Corollary 1. Any matrix in $G L\left(n, \mathbb{F}_{2}\right)$ can be transformed into an identity matrix by applying a series of type-1 and type-3 elementary row and/or column operations. Thus, any matrix in $G L\left(n, \mathbb{F}_{2}\right)$ can be decomposed as a product of type-1 and type-3 elementary matrices.

It is clear that the matrix multiplication does not satisfy the commutative law, i.e., $M_{1} M_{2} \neq M_{2} M_{1}$ for two general matrices $M_{1}$ and $M_{2}$. However, we could still study commutative properties of some special elementary matrices over $\mathbb{F}_{2}$ to help find a matrix decomposition in the following sections. Given two elementary matrices $E(i+j)$ (type-3) and $E(k \leftrightarrow l)$ (type-1), we have the following property.

Property 1. $E(i+j) E(k \leftrightarrow l)=E(k \leftrightarrow l) E\left(f_{k, l}(i)+f_{k, l}(j)\right), E(k \leftrightarrow l) E(i+j)=$ $E\left(f_{k, l}(i)+f_{k, l}(j)\right) E(k \leftrightarrow l)$ where

$$
f_{k, l}(x)= \begin{cases}k, & \text { if } x=l \\ l, & \text { if } x=k \\ x, & \text { else }\end{cases}
$$

Note that Property 1 was presented in [Köl19] in a slightly different form (Equation (1) of [Köl19]). Property 1 reveals that the multiplication between a type- 1 elementary matrix and a type-3 elementary matrix in $\operatorname{GL}\left(n, \mathbb{F}_{2}\right)$ is commutative up to a modification on the type- 3 elementary matrix. According to Corollary 1, any matrix $M$ in $\operatorname{GL}\left(n, \mathbb{F}_{2}\right)$ can be decomposed as a product of type-1 and type-3 elementary matrices. Moreover, according to Property 1, we can always rearrange the order of elementary matrices (up to modifications on the type-3 elementary matrices). Accordingly, we have the following theorem.

Theorem 2. Any matrix $M$ in $G L\left(n, \mathbb{F}_{2}\right)$ can be decomposed as:

$$
\begin{equation*}
M=E\left(i_{t}+j_{t}\right) \cdots E\left(i_{1}+j_{1}\right) E\left(i_{s}^{\prime} \leftrightarrow j_{s}^{\prime}\right) \cdots E\left(i_{1}^{\prime} \leftrightarrow j_{1}^{\prime}\right) . \tag{1}
\end{equation*}
$$

Xor metrics. We present three metrics used in the literature to evaluate the implementation cost of a linear matrix. The d-Xor metric was first introduced in [KPPY14]. It counts the number of 1's in a matrix as a measurement of lightweight diffusion layer.

Definition 1 (d-Xor [KPPY14]). Given an $m \times n$ matrix $M_{m \times n}$ over $\mathbb{F}_{2}$, the d-Xor count is defined as $\operatorname{wt}\left(M_{m \times n}\right)-m$, where $\operatorname{wt}\left(M_{m \times n}\right)$ is the Hamming weight of $M_{m \times n}$, i.e., the number of 1's in $M$.

A lightweight matrix is a matrix with very sparse nonzero elements under d-Xor metric. Since this metric is intuitive and easy to compute, it has been adopted in the design of new lightweight diffusion layers [SKOP15, LS16, LW16, SS16]. However, the d-Xor metric corresponds to the very naive implementation of a linear matrix, i.e., implementing the linear matrix according to its algebraic expressions. This may compute an intermediate value several times, thus resulting in an overestimation of the Xor operations needed.

Definition 2 ( g -Xor). Given a linear matrix $M_{m \times n}$ over $\mathbb{F}_{2}$, each row of $M$ corresponds with a linear expression defined on the $n$ inputs. The implementation of $M$ can be viewed as a sequence of Xor operations $x_{i}=x_{j_{1}} \oplus x_{j_{2}}$, where $0 \leq j_{1}, j_{2}<i$ and $i=n, n+1, \ldots, t-1$. $x_{0}, x_{2}, \ldots, x_{n-1}$ are the $n$ inputs and the $m$ outputs are a subset of all $x_{i}$ 's. The g -Xor count is defined as the minimal number of such operations $x_{i}=x_{j_{1}} \oplus x_{j_{2}}$ that completely compute the $m$ outputs.

Note that the g-Xor metric has been used in several heuristics [Paa97, BMP13, LSL ${ }^{+}$19]. Finding the optimal implementation of a linear matrix under g-Xor metric has been proved to be an NP-hard problem, i.e., the Shortest Linear Program (SLP) problem by Boyar et al. in [BMP13]. As a result, there are no efficient algorithms to find the optimal implementation under this metric for large linear matrices (e.g., $16 \times 16$ and $32 \times 32$ matrices) used in symmetric-key cryptography. Another metric used in the literature is the s-XOR count which was introduced in [JPST17].

Definition 3 (s-Xor [JPST17]). Let $M \in \operatorname{GL}\left(n, \mathbb{F}_{2}\right)$ be an invertible matrix. Assume $x_{0}, x_{1}, \ldots, x_{n-1}$ are the $n$ input bits of $M$. It is always possible to perform a sequence of Xor instructions $x_{i}=x_{i} \oplus x_{j}$ with $0 \leq i, j \leq n-1$, such that the $n$ input bits are updated to the $n$ output bits. The s-XOR count of $M$ is defined as the minimal number of Xor instructions to update the inputs to the outputs.

Clearly, the d-Xor count of a matrix is always larger than or equal to its $g$-Xor count. Similarly, the s-Xor count is larger than or equal to the g -Xor count, as we can easily transform the in-place Xor instruction $x_{i}=x_{i} \oplus x_{j}$ to an out-of-place instruction $t_{k}=x_{i} \oplus x_{j}$ by introducing a new variable $t_{k}$. It was conjectured that the s-Xor count is smaller than or equal to the d-Xor count in [JPST17]. However, Lukas disproved this conjecture by presenting a counterexample in [Köl19]. Although, the g-Xor count is the smallest one among the three metrics theoretically, it is not always easy to find the best implementations under the g-Xor metric. Our heuristic reveals that it is possible to find better implementations under the s-Xor metric, and this may attribute to the properties of s-Xor detected in this paper. Moreover, the in-place feature of the Xor instructions makes the s-Xor metric enjoy an extra advantage that it never uses temporary registers to store intermediate values, and this feature may be friendly when considering a bit-sliced software implementation. Concretely, for the instruction set architecture (ISA) of many platforms, typically the micro-controllers of RISC architectures that have 16-bit instructions, such as Atmel AVR, TI MSP430, and some versions of ARM Thumb, the CPU has invariably 2-operand instructions. For 2-operand instructions, the destination register is one of the source registers, and in a format of 'operator destination/source ${ }_{1}$, source ${ }_{2}$ '. Thus, a logic computation, e.g., $t=x_{1} \oplus x_{2}$, needs at least two instructions and three registers. That is, first 'move $t, x_{1}$ '; then 'xor $t, x_{2}$ '. Therefore, on these platforms, in-place implementation, e.g., $x_{1}=x_{1} \oplus x_{2}$, is quite straightforward for compiling and requires no additional move instructions and extra registers. Besides, in-place implementations can be more friendly in terms of the G-cost metric for implementing the algorithm using quantum circuits, where G-cost measures the total number of gates required. Apart from G-cost, the considered metrics for quantum implementation includes the circuit depth and width (DW-cost). For example, for the quantum implementation of the MixColumns of AES in [JNRV19], Jaques et al. translated an in-place implementation into a quantum circuit with 1108 controlled-NOT (CNOT) gates, full circuit depth of 111, and a circuit width of 128 . Whereas, the authors translated the 92 -Xor-gate out-of-place implementation presented in [Max19] into a quantum circuit with 1248 CNOT gates, full circuit depth of 22 , and a circuit width of 318 . From these experiments, the authors concluded that for a depth restricted setting, Maximov's low-depth version seems better. However, without the depth restriction, it is advantageous to use the in-place version to minimize both G-cost and DW-cost metrics.

### 2.2 Related Work

We give an overview of several heuristics for searching optimized implementations in this subsection.

Since it is impractical to always find the optimal implementations under g-Xor and/or s-Xor metrics for large linear layers, a lot of efforts have been paid on optimizing building blocks of linear layers. In the case of an MDS matrix $M_{l \times l}$ whose entries are over $\mathbb{F}_{2^{s}}$ or $\operatorname{GF}\left(2, \mathbb{F}_{2}\right)$, computing each element of the output vector $y=M x$ requires the computations of $l$ multiplications and $(l-1)$ additions of $s$-tuples (as each entry in an MDS matrix is nonzero). As $(l-1)$ additions of $s$-tuple require $(l-1) s$ Xor operations, this part of the cost is treated as fixed [KPPY14], and spare efforts are paid to optimize the multiplication when designing lightweight linear diffusion layer [SKOP15, LS16, LW16, BKL16, SS16, LW17, JPST17, LSL ${ }^{+}$19]. To optimize the implementation of the multiplication, one can try to use a different basis if the matrix entries are finite filed elements, or reuse the intermediate values. All these efforts are the so-called local optimization and they treat the costs of additions of $s$-tuples as fixed. For instance, if we consider the matrix $M_{A E S}$, the fixed cost is $4 \times 3 \times 8=96$ Xor operations. However, the best-known result only needs 92 Xor operations [Max19] after being globally optimized. This implies if only local optimization is performed on $M_{A E S}$, the fixed cost ( 96 Xor operations) is larger than the
globally optimized cost (92 Xor operations). This is indeed the motivation of [KLSW17] where Kranz et al. applied several existing global optimization heuristics to optimize the implementations of a large set of already known and newly designed matrices.

One of the global optimization heuristics discussed in [KLSW17] was proposed by Paar in [Paa97], where the author presented two algorithms to optimize any matrix over $\mathbb{F}_{2}$. Given a matrix $M_{m \times n}$ over $\mathbb{F}_{2}$ and an input vector $x=\left(x_{0}, x_{1}, \ldots, x_{n-1}\right)$, the output $y=M x$ contains $m$ linear functions. Paar's algorithm first computes the number of occurrence of all $x_{i}+x_{j}(i \neq j=0,1, \ldots, n-1)$ in all the $m$ linear functions and replace the maximum occurrence by a new variable $x_{n}$. After this step, those $m$ linear functions are defined on $n+1$ variables, and the problem is reduced to implementing an $m \times(n+1)$ matrix. This new $m \times(n+1)$ matrix is processed similarly in the next steps until the $m$ linear forms are completely computed. The core parts of Paar's two algorithms are the same, with the only difference being that they apply different strategies when there are multiple $\left(x_{i}+x_{j}\right)^{\prime} s$ that occur the same maximum time. Paar's first algorithm which is denoted as Paar1 chooses the maximum occurrence that appears first, while the second algorithm which is denoted as Paar2 checks all possibilities. Thus, the algorithm Paar2 is more time-consuming with the advantage that it may find better implementations. Notably, Paar's algorithms are cancellation-free, i.e., the cancellation of two same input bits is out of the range of Paar's heuristic and this somehow limits the use case of the two algorithms.

Another discussed heuristic was proposed by Boyar and Peralta in [BP10], where the authors keeps a record of a so-called distance vector whose $i$ th coordinate is defined as the minimal number of Xor operations required to compute the $i$ th linear function based on a base of known functions. Initially, the $n$ input variables are set as the initial base and the $i$ th coordinate of the distance vector equals to the Hamming weight of the $i$ th row of $M$ minus one. Then Boyar-Peralta's heuristic proceeds by Xoring two existing linear functions that minimize the sum of the new distance vector. Boyar-Peralta's heuristic has lots of variants [BFI19, TP20, ME19] that differ in tie-breaking phase, i.e., when there are multiple choices that minimize the sum of the new distance vectors at the same time. Boyar-Peralta's heuristic is not quite efficient on dense matrix since the step choosing two existing linear functions must try all possibilities to compute the new distance vectors. Later in [VSP18], Visconti et al. extended Boyar-Peralta's heuristic to the applications of dense matrices based on an observation that $\bar{M}$ (the complement of $M$ ) is sparse if $M$ is dense. Thus, if we can efficiently implement $\bar{M}, M$ can be implemented by Xoring each row of $\bar{M}$ with a common bit which is the sum of all input bits.

Note that both Paar's and Boyar-Peralta's (and its variants) heuristics are based on g-Xor metric. In [JPST17], the authors proposed to use s-Xor count to measure the cost of implementing linear transformations over $\mathbb{F}_{2}^{s}$. The in-place update used in s-XOR is an invertible operation, and this has facilitated the meet-in-the-middle (MITM) search algorithm presented in [JPST17] to find optimal implementations of small invertible matrices. The MITM search algorithm starts by enumerating all possible operations $x_{i}=x_{i} \oplus x_{j}$ and storing the resulting linear functions as nodes of a graph with original inputs being its root node. At the same time, the search algorithm enumerates all possible operations $y_{k}=y_{k} \oplus y_{l}$ and store the resulting linear functions as nodes of another graph with original outputs being its root node. These two graphs are expanded in a breadth-first way until the shortest path connecting the two roots through a matching is found. This algorithm is essentially an exhaustive search, and it indeed finds the optimal implementation of a matrix under s-Xor metric. However, this search algorithm can only be applied to small linear matrices due to its large memory consumption. Thus, this algorithm is only used to optimize finite field multiplications with constants (since the corresponding matrices are always small-scale in practical applications), and based on these optimized finite field multiplications, the authors can find some new lighter MDS matrices and improve the implementations of several previous MDS matrices.

Bernstein proposed in [JB09] an algorithm to optimize linear maps modulo 2. His heuristic is to recursively eliminate the largest row in reverse lexicographic order of a matrix by the second largest row until each column of the matrix contains at most one nonzero element, then this whole elimination process is converted to a sequence of instructions. Bernstein's elimination is essentially performing elementary operations on the target matrix. Motivated by Bernstein's and Jean et al.'s work, we propose a new heuristic under s-Xor metric that can be used to optimize linear matrices with size up to 32 .

## 3 Matrix Decomposition in $\operatorname{GL}\left(n, \mathbb{F}_{2}\right)$

As showed in Sect. 2.1, any matrix in $\mathrm{GL}\left(n, \mathbb{F}_{2}\right)$ can be decomposed as a product of type-1 and type-3 elementary matrices. In this section, we present three methods to decompose any given matrix in $\operatorname{GL}\left(n, \mathbb{F}_{2}\right)$.

### 3.1 Elementary Row (Column) Operation Based Matrix Decomposition

Note that any invertible matrix in $\operatorname{GL}\left(n, \mathbb{F}_{2}\right)$ can be transformed into an identity matrix by a row reduction (see Sect. 1.2 of [Art11]), which can be simulated as left-multiplying the corresponding elementary matrices. Thus, we can find a series of type-1 and type3 elementary matrices $E_{1} E_{2} \cdots E_{s+t}$ for any given matrix $M$ in $\operatorname{GL}\left(n, \mathbb{F}_{2}\right)$, such that $E_{1} E_{2} \cdots E_{s+t} M=I$. Where $E_{k}$ is a type- 1 or type- 3 elementary matrix, and there are $s$ type-1 elementary matrices and $t$ type- 3 elementary matrices among $E_{1} E_{2} \cdots E_{s+t}$. Moreover, we can rearrange the order of $E_{1} E_{2} \cdots E_{s+t}$ according to Property 1 and get

$$
E\left(i_{1}^{\prime} \leftrightarrow j_{1}^{\prime}\right) \cdots E\left(i_{s}^{\prime} \leftrightarrow j_{s}^{\prime}\right) E\left(i_{1}+j_{1}\right) \cdots E\left(i_{t}+j_{t}\right) M=I .
$$

Thus,

$$
\begin{equation*}
M=E\left(i_{t}+j_{t}\right)^{-1} \cdots E\left(i_{1}+j_{1}\right)^{-1} E\left(i_{s}^{\prime} \leftrightarrow j_{s}^{\prime}\right)^{-1} \cdots E\left(i_{1}^{\prime} \leftrightarrow j_{1}^{\prime}\right)^{-1} . \tag{2}
\end{equation*}
$$

Note that elementary matrices in $\operatorname{GL}\left(n, \mathbb{F}_{2}\right)$ are involutions, i.e., $E(j+i)^{-1}=E(j+i)$ and $E(i \leftrightarrow j)^{-1}=E(i \leftrightarrow j)$. Therefore, Equation (2) can be simplified as

$$
M=E\left(i_{t}+j_{t}\right) \cdots E\left(i_{1}+j_{1}\right) E\left(i_{s}^{\prime} \leftrightarrow j_{s}^{\prime}\right) \cdots E\left(i_{1}^{\prime} \leftrightarrow j_{1}^{\prime}\right),
$$

which is consistent with the matrix decomposition form presented in Sect. 2.1. In the rest of this paper, we will refer to this matrix decomposition method as Strategy 1.

Similar to the elementary row operation based matrix decomposition, any matrix in $\operatorname{GL}\left(n, \mathbb{F}_{2}\right)$ can be transformed into an identity matrix by a column reduction (i.e., elementary column operations), and we will refer to the method using elementary column operations as Strategy 2.

### 3.2 Hybrid Elementary Operation Based Matrix Decomposition

We present in this subsection a matrix decomposition method that uses both elementary row and column operations. The motivation of this strategy lies in that the implementation cost of a matrix depends only on the number of type- 3 elementary matrices in its matrix decomposition (this will be explained in Sect. 4). Note that the main role of type-3 elementary matrices is to eliminate 1's in a given matrix such that it can be transformed into an identity matrix in the end. Thus, we try to reduce as many 1's as possible each time when performing an elementary operation. Specifically, we consider all possible type-3 elementary row and column operations in each step, and choose the one that reduces the most number of 1's in the resulting matrix. However, this may cause two problems.

1. In each step, there may exist multiple choices of elementary operations that all minimize the number of 1's in the resulting matrices. When this happens, we randomly pick one of the best choices rather than choosing the one that appears first. This strategy may help us find better implementations since we can run the procedure multiple times and choose the best one. Note that traversing all candidate elementary operations in each step will cause the procedure prohibitively slow, and deterministically choosing one candidate will prohibit any chance to find better solutions. By allowing randomness, we obtain more flexibility to make the trade-off between the expandable time and the quality of the solutions.
2. In an intermediate step, it is possible that performing every elementary operation will result in a matrix of which the number of 1's is not reduced. In that case, without additional strategy, the procedure may fall into an infinite loop (see Example 1). We adopt two strategies to solve this problem. The first strategy is to turn to apply Strategy 1 and the second one is to turn to apply Strategy 2 for the following procedure. In the rest of this paper, we will refer to these two strategies as Strategy 3-1 and Strategy 3-2 respectively.

Example 1. The following $6 \times 6$ matrix $M$ will trigger the second problem. The number of 1's contained in this matrix is 14 , and no matter which elementary row or column opration is performed on $M$, the number of 1's in the resulting matrix will be greater than or equal to 14 , i.e., the best choice in this step can reduce zero 1's.

$$
M=\left(\begin{array}{llllll}
0 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 0
\end{array}\right)
$$

Assuming that the fourth (the rows being numbered from 1 to 6 ) row is added to the third row in this step, we will get $M_{1}$ containing 141 's as listed in the following.

$$
M_{1}=\left(\begin{array}{llllll}
0 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 0
\end{array}\right)
$$

Again, no matter which elementary operation is performed on $M_{1}$, the resulting matrix contains greater than or equal to 14 1's. If we happen to choose adding the fourth row to the third row in this step, $M_{1}$ will be transformed back to $M$, thus leading to an infinite loop.

Since both elementary row and column operations are used to process the matrix in Strategy 3-1 and Strategy 3-2, we can find the corresponding elementary matrices $E_{1} E_{2} \cdots E_{k}$ and $E_{1}^{\prime} E_{2}^{\prime} \cdots E_{l}^{\prime}$ such that

$$
E_{1} E_{2} \cdots E_{k} M E_{1}^{\prime} E_{2}^{\prime} \cdots E_{l}^{\prime}=I
$$

Thus,

$$
\begin{aligned}
M & =E_{k}^{-1} \cdots E_{2}^{-1} E_{1}^{-1} E_{l}^{\prime-1} \cdots E_{2}^{\prime-1} E_{1}^{\prime-1} \\
& =E_{k} \cdots E_{2} E_{1} E_{l}^{\prime} \cdots E_{2}^{\prime} E_{1}^{\prime}
\end{aligned}
$$

After rearranging the order of $E_{k} \cdots E_{2} E_{1} E_{l}^{\prime} \cdots E_{2}^{\prime} E_{1}^{\prime}$, we can get that

$$
M=E\left(i_{t}+j_{t}\right) \cdots E\left(i_{1}+j_{1}\right) E\left(i_{s}^{\prime} \leftrightarrow j_{s}^{\prime}\right) \cdots E\left(i_{1}^{\prime} \leftrightarrow j_{1}^{\prime}\right),
$$

where $k+l=s+t$. Appendix A presents a small example to illustrate the process of this strategy.

## 4 Reducing the Implementation Cost of Linear Matrices

In this section, we first introduce how to convert a decomposition to an implementation for a given matrix, then we present several properties of elementary matrix multiplication in $\operatorname{GL}\left(n, \mathbb{F}_{2}\right)$ which are exploited to reduce the implementation cost.

### 4.1 Converting Matrix Decomposition to Matrix Implementation

Let $M \in \operatorname{GL}\left(n, \mathbb{F}_{2}\right)$ be a given invertible matrix. According to Sect. 3, $M$ can be decomposed as

$$
M=E\left(i_{t}+j_{t}\right) \cdots E\left(i_{1}+j_{1}\right) E\left(i_{s}^{\prime} \leftrightarrow j_{s}^{\prime}\right) \cdots E\left(i_{1}^{\prime} \leftrightarrow j_{1}^{\prime}\right)
$$

In order to implement the linear transformation defined by $M$, we have to design a circuit to compute the output $y=M x$ for any given input $x \in \mathbb{F}_{2}^{n}$. Thus, it is equivalent to implement $y=E\left(i_{t}+j_{t}\right) \cdots E\left(i_{1}+j_{1}\right) E\left(i_{s}^{\prime} \leftrightarrow j_{s}^{\prime}\right) \cdots E\left(i_{1}^{\prime} \leftrightarrow j_{1}^{\prime}\right) x$. Note that the result of the matrix-vector multiplication $E\left(i_{1}^{\prime} \leftrightarrow j_{1}^{\prime}\right) x$ is just an exchange of the two bits $x_{i_{1}^{\prime}}, x_{j_{1}^{\prime}}$ of $x$. Exchanging two bits is a hard-wired circuit in hardware implementation which has a negligible cost. However, this is not entirely free in software implementation. But we can hard code type-1 elementary operations, then a shuffle among variables is appended. For large matrices, this final shuffle should take only a small fraction of the total cost (also much lower than the hidden cost in out-of-place implementation). Thus, the implementation cost of $E\left(i_{s}^{\prime} \leftrightarrow j_{s}^{\prime}\right) \cdots E\left(i_{1}^{\prime} \leftrightarrow j_{1}^{\prime}\right) x$ is omitted. Let $x^{\prime}=E\left(i_{s}^{\prime} \leftrightarrow j_{s}^{\prime}\right) \cdots E\left(i_{1}^{\prime} \leftrightarrow j_{1}^{\prime}\right) x$, and the overall cost of $M$ comes from the implementation of $E\left(i_{t}+j_{t}\right) \cdots E\left(i_{1}+j_{1}\right) x^{\prime}$.

Recall that $E(i+j)$ is a type-3 elementary matrix. Let's consider the case of matrixvector multiplication $E\left(i_{1}+j_{1}\right) x^{\prime}$. This will result in a vector of which the $i_{1}$ th bit is the Xoring of the $i_{1}$ th and $j_{2}$ th bits of $x^{\prime}$ and other bits are the same as $x^{\prime \prime}$ s. Therefore, implementing $E\left(i_{1}+j_{1}\right) x^{\prime}$ requires one Xor operation, and $E\left(i_{t}+j_{t}\right) \cdots E\left(i_{1}+j_{1}\right) x^{\prime}$ needs an overall cost of $t$ Xor operations. From this point of view, the overall implementing cost of $M$ depends on the number of type-3 elementary matrices in the matrix decomposition of $M$, and optimizing the implementation of a matrix is equivalent to search a matrix decomposition with as fewer type-3 elementary matrices as possible.

Since $E\left(i_{s}^{\prime} \leftrightarrow j_{s}^{\prime}\right) \cdots E\left(i_{1}^{\prime} \leftrightarrow j_{1}^{\prime}\right)$ has a negligible implementation cost, we will assume in the rest of this paper that $M$ can be decomposed as $M=E\left(i_{t}+j_{t}\right) \cdots E\left(i_{1}+j_{1}\right)$, i.e., the type- 1 elementary matrices are omitted for the sake of simplicity.

### 4.2 Reducing Implementing cost

In this subsection, we propose several rules of matrix multiplication in $\operatorname{GL}\left(n, \mathbb{F}_{2}\right)$ which can be used to efficiently reduce the number of type-3 elementary matrices in the matrix decomposition.

Property 2. Let $E(i \leftrightarrow j)$ and $E(i+j)$ denote a type- 1 and type- 3 elementary matrices in $\operatorname{GL}\left(n, \mathbb{F}_{2}\right)$ respectively, then the following equations hold.

R1 $E(k+i) E(k+j) E(i+j)=E(i+j) E(k+i)$,
R2 $E(i+k) E(k+j) E(i+j)=E(k+j) E(i+k)$,

R3 $E(i+k) E(j+k) E(i+j)=E(i+j) E(j+k)$,
$\mathbf{R 4} E(j+k) E(i+k) E(i+j)=E(i+j) E(j+k)$,
R5 $E(k+j) E(k+i) E(i+j)=E(i+j) E(k+i)$,
R6 $E(k+j) E(i+k) E(i+j)=E(i+k) E(k+j)$,
R7 $E(j+i) E(i+j)=E(i \leftrightarrow j) E(j+i)$.
The proof of Property 2 is presented in Appendix B. All the above seven rules are built on the fact that Xoring the same two bits will cancel each other, thus we can remove one type-3 elementary matrix when two bits canceling each other. Each of the seven rules can reduce one type-3 elementary matrix, thus reduce the implementation cost of linear layers. This inspires us to identify as many patterns matching Property 2 as possible for a given matrix decomposition. However, it requires to identify three (R1-R6) or two (R7) consecutive elementary matrices in the matrix decomposition to match the patterns presented in Property 2, which limits the optimization of the whole matrix in the fact that consecutive elementary matrices satisfying those patterns are far from enough to derive a good implementation.

However, there exist a lot of matrices satisfying those patterns in Property 2 which are separated by some other elementary matrices and thus not adjacent. As is known that matrix multiplication does not satisfy the commutative law generally, we can not simply interchange the positions of elementary matrices to make them adjacent. However, we can still find some special cases when the commutative law holds for the elementary matrix multiplication in $\left(n, \mathbb{F}_{2}\right)$.

Property 3. Let $i, j, k, l$ be integers and $i \neq j \neq k \neq l$, then we have

1. $E(k+l) E(i+j)=E(i+j) E(k+l)$,
2. $E(i+j) E(k+j)=E(k+j) E(i+j)$,
3. $E(i+j) E(i+k)=E(i+k) E(i+j)$.

Property 3 presents three cases when the multiplications of elementary matrices are commutative. Thus, if the identified match patterns are not adjacent, Property 3 can be used to interchange the positions of elementary matrices and try to make the match pattern adjacent, and thus are exploited to reduce the implementation cost. The whole procedure to reduce the number of type-3 elementary matrices using the rules listed in Property 2 is presented in Algorithm 1. An example is also listed here to illustrate the usage of Property 2.

Example 2. Let $M=E(3+2) E(3+4) E(3+1) E(2+1)$, i.e., $M$ is decomposed as a product of four elementary matrices. Each of the three consecutive matrices $E(3+2) E(3+4) E(3+1)$ and $E(3+4) E(3+1) E(2+1)$ does not match the patterns presented in Property 2. However, it can be observed that the multiplication between $E(3+2)$ and $E(3+4)$ is commutable according to Property 3. Thus, $M$ can be rewritten as $M=E(3+4) E(3+2) E(3+1) E(2+1)$ and the last three consecutive matrices satisfy the pattern R1 presented in Property 2. As a result, $M$ can be decomposed as $M=E(3+4) E(2+1) E(3+2)$, based on which the implementation cost of $M$ can be reduced by one Xor operation.

## 5 Search Algorithm and Applications

### 5.1 Heuristic Search Algorithm

For any given matrix $M$ in $\operatorname{GL}\left(n, \mathbb{F}_{2}\right)$, an initial matrix decomposition can be obtained using one of the four strategies (Strategy 1, 2, 3-1 and 3-2) introduced in Sect. 3. Then this

```
Algorithm 1 Reduce Matrix Decomposition
Input: The matrix decomposition seq \(=E\left(i_{t}+j_{t}\right) \cdots E\left(i_{1}+j_{1}\right) \triangleq E_{t} \cdots E_{1}\) for a given
    matrix \(M\);
Output: Reduced Decomposition Reduce (seq) of \(M\);
    flag \(\leftarrow\) True;
    \(l=t ;\)
    while flag do
        flag \(\leftarrow\) False \(;\)
        for all possible combinations \(E_{a}, E_{b}, E_{c}\) with \(l \geq a>b>c \geq 1\) in \(s e q\) do
            if \(E_{a} E_{b} E_{c}\) matches one of the patterns R1-R6 in Property 2 then
                if \(E_{a}, E_{b}, E_{c}\) can be adjacent by swapping according to Property 3 then
                    \(s e q \leftarrow\) rewrite the decomposition to let \(E_{a}, E_{b}, E_{c}\) be adjacent;
                        reduce seq according to R1-R6, and update seq;
                    \(l \leftarrow l-1 ;\)
                        flag \(\leftarrow\) True;
                    Break;
                    end if
            end if
        end for
        for all possible combinations \(E_{a}, E_{b}\) with \(l \geq a>b \geq 1\) in seq do
            if \(E_{a} E_{b}\) matches the pattern R7 in Property 2 then
            if \(E_{a}, E_{b}\) can be adjacent by swapping according to Property 3 then
                \(s e q \leftarrow\) rewrite the decomposition to let \(E_{a}, E_{b}\) be adjacent;
                reduce seq according to R1-R6, and update seq;
                    \(l \leftarrow l-1 ;\)
                        flag \(\leftarrow\) True;
                Break;
            end if
            end if
    end for
    end while
        return seq;
```

initial decomposition can be optimized by Algorithm 1. Clearly, different strategies result in different initial decompositions, which further lead to different optimized implementations. Our experiment results show that the hybrid strategies, i.e., Strategy 3-1 and Strategy 3-2, are better (in terms of the Xor count of the optimized implementation) than Strategy 1 and Strategy 2 in most cases, and this might attribute to the shorter initial decompositions of Strategy 3-1 and Strategy 3-2. Thus, Strategy 3-1 and Strategy 3-2 will be adopted in our search algorithm. Moreover, the differences between these four strategies reveal that the specific form of a matrix decomposition has a great impact on the resulting optimized implementation. This has motivated the design of a heuristic search algorithm presented in Algorithm 2.

Intuitively, there are only four matrix decomposition strategies presented in Sect. 3 which result in four equivalent matrix decompositions. Thus, the best implementation is the one with fewest type-3 elementary matrices after being reduced by Algorithm 1. However, we present a method here to generate far more than four equivalent matrix decompositions, such that the best implementation is chosen from a large set of reduced matrix decompositions rather than four. This has the advantage that a better implementation may be obtained. The core idea of this method is to pick a segment of matrices from the decomposition of a given matrix, then replace this segment by another equivalent segment, thus a new decomposition is obtained.

Specifically, we denote the decomposition of $M$ as $M=E\left(i_{t}+j_{t}\right) \cdots E\left(i_{1}+j_{1}\right) \triangleq$ $E_{t} E_{t-1} \cdots E_{1}$, where $E_{i}$ is the abbreviation of a type-3 elementary matrix. Our heuristic search algorithm starts by choosing $g$ ( $g$ is set to $t$ initially) consecutive elementary matrices from $E_{t} E_{t-1} \cdots E_{1}$ which is denoted as $E_{g+u}, E_{g-1+u}, \cdots, E_{1+u}(0 \leq u \leq t-g)$, thus $M=E_{t} \cdots E_{g+u+1} E_{g+u} \cdots E_{1+u} E_{u} \cdots E_{1}$. Then a new matrix $M^{\prime}$ is computed as $M^{\prime}=E_{g+u} E_{g-1+u} \cdots E_{1+u}$ and we decompose $M^{\prime}$ using Strategy 3-1 or 3-2 as $M^{\prime}=$ $E_{v}^{\prime} E_{v-1}^{\prime} \cdots E_{1}^{\prime}$. Therefore, we can get an equivalent matrix decomposition of $M$ as

$$
\begin{equation*}
M=E_{t} \cdots E_{g+u+1} E_{v}^{\prime} \cdots E_{1}^{\prime} E_{u} \cdots E_{1} \tag{3}
\end{equation*}
$$

Then, this new decomposition is reduced by Algorithm 1. If the reduced matrix decomposition has $t^{\prime}$ type-3 elementary matrices with $t^{\prime} \geq t$, we turn to choose another $g$ consecutive elementary matrices from $M=E_{t} E_{t-1} \cdots E_{1}$. If all choices of possible $g$ consecutive elementary matrices are tried and all get worse results, we set $g=g-1$ and repeat the above procedure. If instead $t^{\prime}<t$, we update the matrix decomposition of $M$ by this new reduced result and repeat the above procedure by setting $g=t^{\prime}$.

The most time-consuming part of this heuristic is to pick out a segment of matrices from the decomposition of $M$ and replace this part by another segment. Since Algorithm 2 adopts Strategy 3-1 or Strategy 3-2 for matrix decompositions and these two strategies randomly pick an elementary operation if there are multiple choices that are equally good, the search algorithm will output different results each time when it is called. Thus, we can run the procedure several times and return the best result.

### 5.2 Applications

In this subsection, we apply our heuristic to a large set of matrices. To present a thorough comparison with Paar's and Boyar-Peralta's heuristics, we have searched implementations of those matrices that were optimized in [KLSW17] using Paar's and Boyar-Peralta's heuristics. The results are listed in Table 1 and Table 2. Experiment results reveal that our heuristic performs equally good or gains improvement compared with Paar's and Boyar-Peralta's heuristics on $16 \times 16$ matrices. This implies that even in the simplest use case of $16 \times 16$ matrices, there is still room for improvements. In the case of $32 \times 32$ matrices, our heuristic can find better implementations in most cases. Particularly, we can also find an implementation of the matrix used in AES MixColumns using only 92 Xor

```
Algorithm 2 Search Optimized Matrix Decomposition
Input: \(M \in \operatorname{GL}\left(n, \mathbb{F}_{2}\right)\);
Output: Optimized Decomposition of \(M\);
    Decompose \(M\) as \(E_{t} E_{t-1} \cdots E_{1}\); \(\quad \triangleright\) Strategy 3-1 or 3-2
    \(s e q \leftarrow E_{t}, E_{t-1}, \cdots, E_{1} ;\)
    \(g \leftarrow t+1 ;\)
    while \(g \geq 2\) do
        \(g=g-1\);
        for \(i=0, t-g\) do
            \(s e q_{1}=E_{t}, \cdots, E_{i+g-1} ;\)
            \(s e q_{2}=E_{i+g}, \cdots, E_{i+1} ;\)
            \(\operatorname{seq}_{3}=E_{i}, \cdots, E_{1} ;\)
            \(M^{\prime}=E_{i+g} \cdots E_{i+1}\);
            Decompose \(M^{\prime}\) as \(E_{v}^{\prime} \cdots E_{1}^{\prime}\); \(\quad \triangleright\) Strategy 3-1 or 3-2
            \(s e q_{2}^{\prime}=E_{v}^{\prime}, \cdots, E_{1}^{\prime}\);
                            \(\triangleright\) Decompose \(M^{\prime}\)
            \(s e q^{\prime}=s e q_{1}+s e q_{2}^{\prime}+s e q_{3} ;\)
            seq* \(\leftarrow\) Reduce \(\left(s e q^{\prime}\right) \quad \triangleright\) Algorithm 1
            if \(|s e q|>|s e q *|\) then
                    \(s e q=s e q * ;\)
                    \(g=|\operatorname{seq} *|+1\);
                    break;
            end if
        end for
    end while
        return seq;
```

operations (see in Table 3), which is equally good concerning the number of required Xor operations compared with previous best results.

With regard to $64 \times 64$ matrices, it seems that the matrix size is too large such that our procedure can not always stop in a reasonable time. However, if Algorithm 2 can return implementations for $64 \times 64$ matrices, they are always much better than previous results.

### 5.3 On Inverse Matrices

As pointed in [BKL16], the s-Xor count is invariant under taking the inverse. Moreover, the implementation of a matrix can be easily converted to the implementation of its inverse and they share the same cost. In the design of efficiently implementable linear layers, a sparse matrix is more desirable to reach this goal, such as the linear layer used in AES which is designed with this idea in mind. However, the inverse matrix of AES MixColumns is much more complex, and it is often expected to be less efficient. Note that Paar's and Boyar-Peralta's heuristics deal with a matrix and its inverse independently, and this will result in different implementations. However, our heuristic is based on matrix decomposition, and the inverse of a matrix $M$ can be decomposed according to the decomposition of $M$. That is, when $M$ can be decomposed as $M=E_{0} E_{1} \cdots E_{n-1}, M^{-1}$ can be decomposed as $M^{-1}=E_{n-1}^{-1} \cdots E_{1}^{-1} E_{0}^{-1}$. This implies the implementation cost of $M^{-1}$ equals the cost of $M$ obtained using our heuristic and s-Xor metric. A direct application of this property is that the AES inverse MixColumns can be implemented using only 92 Xor operations (see Table 4). This also sheds some light on the design of linear layers since the community used to design lightweight linear layers using extremely sparse matrices. This property may inspire us to design linear layers from the space of all possible matrices rather than focusing on sparse matrices.

Table 1: Implementation cost of cipher matrices under different optimization heuristics.

| Cipher | Size | $\left[^{\text {KLSW17] }}{ }^{1}\right.$ | [KLSW17] ${ }^{2}$ | [KLSW17] ${ }^{3}$ | [BFI19] | This paper |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Fox mu8 [JV04] | 64 | 611 | - | 594 | 592 | - |
| Grostl [ $\left.\mathrm{GKM}^{+} 09\right]$ | 64 | 493 | - | 475 | 460 | - |
| Khazad [BR00b] | 64 | 488 | - | 507 | 492 | 366 |
| Whirlpool [BR00c] | 64 | 481 | - | 465 | 464 |  |
| AEs ${ }^{4}$ [DR02] | 32 | 108 | 108 | 97 | 95 | 92 |
| Anubis [BR00a] | 32 | 122 | 121 | 113 | 102 | 99 |
| Clefia $M_{0}\left[\mathrm{SSA}^{+} 07\right]$ | 32 | 121 | 121 | 106 | 102 | 98 |
| Clefia $M_{1}\left[\mathrm{SSA}^{+} 07\right]$ | 32 | 121 | 121 | 111 | 110 | 103 |
| Fox mu4 [JV04] | 32 | 144 | 143 | 137 | 131 | 136 |
| Twofish [ $\mathrm{SKW}^{+} 98$ ] | 32 | 151 | 149 | 129 | 125 | 111 |
| Joltik [JNP14] | 16 | 52 | 48 | 48 | 47 | 44 |
| SmallScale Aes [CMR05] | 16 | 54 | 54 | 47 | 45 | 43 |
| $\begin{aligned} & \text { Whirlwind } M_{0} \\ & {\left[\mathrm{BNN}^{+} 10\right]} \end{aligned}$ | 32 | 218 | 218 | 212 | 210 | 183 |
| $\begin{aligned} & \text { Whirlwind } M_{1} \\ & {\left[\mathrm{BNN}^{+} 10\right]} \end{aligned}$ | 32 | 246 | 244 | 235 | 234 | 190 |
| Qarmal28 [Ava17] | 32 | 48 | 48 | 48 | 48 | 48 |
| Midori [ $\mathrm{BBI}^{+} 15$ ] | 16 | 24 | 24 | 24 | 24 | 24 |
| $\begin{aligned} & \text { Prince } M_{0}, M_{1} \\ & {\left[\mathrm{BCG}^{+} 12\right]} \end{aligned}$ | 16 | 24 | 24 | 24 | 24 | 24 |
| $\begin{aligned} & \operatorname{Pride} L_{0}-L_{3} \\ & {\left[\mathrm{ADK}^{+} 14\right]} \end{aligned}$ | 16 | 24 | 24 | 24 | 24 | 24 |
| Qarma64 [Ava17] | 16 | 24 | 24 | 24 | 24 | 24 |
| Skinny64 [ $\mathrm{BJK}^{+}$16] | 16 | 12 | 12 | 12 | 12 | 12 |

[^0]Table 2: Implementation cost of newly designed matrices under different optimization heuristics

| Matrix | $\left[\right.$ KLSW17] ${ }^{1}$ | $\left[^{\text {KLSW17] }}{ }^{2}\right.$ | $\left[^{\text {KLSW } 17] ~}{ }^{3}\right.$ | [BFI19] | This paper |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $4 \times 4$ matrices over GL $\left(4, F_{2}\right)$ |  |  |  |  |  |
| [SKOP15] | 50 | 48 | 48 | 46 | 44 |
| [LS16] | 49 | 46 | 44 | 44 | 44 |
| [LW16] | 48 | 47 | 44 | 44 | 44 |
| [BKL16] | 48 | 47 | 42 | 42 | 41 |
| [SS16] | 46 | 45 | 43 | 42 | 41 |
| [JPST17] | 48 | 47 | 43 | 42 | 41 |
| [SKOP15](Involutory) | 52 | 48 | 48 | 47 | 44 |
| [LW16](Involutory) | 51 | 48 | 48 | 46 | 44 |
| [SS16] (Involutory) | 50 | 48 | 42 | 40 | 38 |
| [JPST17](Involutory) | 51 | 47 | 47 | 46 | 41 |
| $4 \times 4$ matrices over GL $\left(8, F_{2}\right)$ |  |  |  |  |  |
| [SKOP15] | 100 | 98 | 100 | 94 | 90 |
| [LS16] | 116 | 116 | 112 | 110 | 121 |
| [LW16] | 102 | 102 | 102 | 102 | 110 |
| [BKL16] | 116 | 112 | 110 | 108 | 114 |
| [SS16] | 110 | 108 | 107 | 104 | 114 |
| [JPST17] | 96 | 95 | 86 | 86 | 82 |
| [SKOP15] (Involutory) | 104 | 101 | 100 | 94 | 91 |
| [LW16] (Involutory) | 101 | 97 | 91 | 90 | 87 |
| [SS16] (Involutory) | 110 | 109 | 100 | 98 | 93 |
| [JPST17] (Involutory) | 102 | 100 | 91 | 92 | 83 |
| $8 \times 8$ matrices over GL $\left(4, F_{2}\right)$ |  |  |  |  |  |
| [SKOP15] | 210 | 209 | 194 | 192 | 170 |
| [SS17] | 212 | 212 | 204 | 203 | 182 |
| [SKOP15] (Involutory) | 222 | 222 | 217 | 212 | 185 |
| $8 \times 8$ matrices over GL $\left(8, F_{2}\right)$ |  |  |  |  |  |
| [SKOP15] | 474 | - | 467 | 460 | - |
| [LS16] | 464 | - | 447 | 443 | - |
| [BKL16] | 506 | - | 498 | 497 | - |
| [SS17] | 447 | - | 438 | 436 | - |
| [SKOP15] (Involutory) | 430 | - | 428 | 419 | 348 |
| [JPST17] (Involutory) | 620 | - | 599 | 591 | - |

Table 3: An implementation of AES MixColumns with 92 Xor operations.

| No. | Operation | No. | Operation | No. | Operation |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $x_{23}=x_{23}+x_{31}$ | 31 | $x_{20}=x_{20}+x_{27}$ | 62 | $x_{14}=x_{14}+x_{21}$ |
| 1 | $x_{31}=x_{31}+x_{15}$ | 32 | $x_{20}=x_{20}+x_{19}$ | 63 | $x_{6}=x_{6}+x_{5}$ |
| 2 | $x_{12}=x_{12}+x_{4}$ | 33 | $x_{27}=x_{27}+x_{31}$ | 64 | $x_{22}=x_{22}+x_{21}$ |
| 3 | $x_{13}=x_{13}+x_{21}$ | 34 | $x_{12}=x_{12}+x_{15}$ | 65 | $x_{5}=x_{5}+x_{29}\left[y_{29}\right]$ |
| 4 | $x_{17}=x_{17}+x_{9}$ | 35 | $x_{27}=x_{27}+x_{3}$ | 66 | $x_{21}=x_{21}+x_{28}$ |
| 5 | $x_{11}=x_{11}+x_{27}$ | 36 | $x_{3}=x_{3}+x_{11}$ | 67 | $x_{29}=x_{29}+x_{21}\left[y_{13}\right]$ |
| 6 | $x_{4}=x_{4}+x_{28}$ | 37 | $x_{11}=x_{11}+x_{2}$ | 68 | $x_{21}=x_{21}+x_{13}\left[y_{21}\right]$ |
| 7 | $x_{21}=x_{21}+x_{5}$ | 38 | $x_{19}=x_{19}+x_{18}$ | 69 | $x_{12}=x_{12}+x_{27}\left[y_{28}\right]$ |
| 8 | $x_{0}=x_{0}+x_{24}$ | 39 | $x_{11}=x_{11}+x_{10}$ | 70 | $x_{27}=x_{27}+x_{26}$ |
| 9 | $x_{15}=x_{15}+x_{7}$ | 40 | $x_{10}=x_{10}+x_{18}$ | 71 | $x_{28}=x_{28}+x_{20}\left[y_{20}\right]$ |
| 10 | $x_{9}=x_{9}+x_{1}$ | 41 | $x_{18}=x_{18}+x_{2}$ | 72 | $x_{20}=x_{20}+x_{4}\left[y_{12}\right]$ |
| 11 | $x_{14}=x_{14}+x_{6}$ | 42 | $x_{10}=x_{10}+x_{9}\left[y_{2}\right]$ | 73 | $x_{26}=x_{26}+x_{1}$ |
| 12 | $x_{24}=x_{24}+x_{16}$ | 43 | $x_{2}=x_{2}+x_{9}$ | 74 | $x_{14}=x_{14}+x_{30}\left[y_{6}\right]$ |
| 13 | $x_{6}=x_{6}+x_{22}$ | 44 | $x_{18}=x_{18}+x_{17}\left[y_{10}\right]$ | 75 | $x_{4}=x_{4}+x_{12}\left[y_{4}\right]$ |
| 14 | $x_{16}=x_{16}+x_{31}$ | 45 | $x_{17}=x_{17}+x_{25}$ | 76 | $x_{3}=x_{3}+x_{19}\left[y_{19}\right]$ |
| 15 | $x_{24}=x_{24}+x_{8}$ | 46 | $x_{1}=x_{1}+x_{17}$ | 77 | $x_{19}=x_{19}+x_{27}\left[y_{11}\right]$ |
| 16 | $x_{18}=x$ | 47 | $x_{25}=x_{25}+x_{24}$ | 78 | $x_{1}=x_{1}+x_{25}$ |
| 17 | $x_{22}=x_{22}+x_{30}$ | 48 | $x_{9}=x_{9}+x_{8}$ | 79 | $x_{0}=x_{0}+x_{24}\left[y_{24}\right]$ |
| 18 | $x_{26}=x_{26}+x_{10}$ | 49 | $x_{24}=x_{24}+x_{15}\left[y_{0}\right]$ | 80 | $x_{1}=x_{1}+x_{0}\left[y_{25}\right]$ |
| 19 | $x_{8}=x_{8}+x_{23}$ | 50 | $x_{11}=x_{11}+x_{15}\left[y_{3}\right]$ | 81 | $x_{2}=x_{2}+x_{26}\left[y_{18}\right]$ |
| 20 | $x_{30}=x_{30}+x_{13}$ | 51 | $x_{8}=x_{8}+x_{0}\left[y_{16}\right]$ | 82 | $x_{25}=x_{25}+x_{9}\left[y_{17}\right]$ |
| 21 | $x_{13}=x_{13}+x_{29}$ | 52 | $x_{15}=x_{15}+x_{23}$ | 83 | $x_{15}=x_{15}+x_{7}\left[y_{7}\right]$ |
| 22 | $x_{5}=x_{5}+x_{13}$ | 53 | $x_{17}=x_{17}+x_{16}$ | 84 | $x_{7}=x_{7}+x_{23}\left[y_{15}\right]$ |
| 23 | $x_{29}=x_{29}+x_{4}$ | 54 | $x_{16}=x_{16}+x_{0}$ | 85 | $x_{6}=x_{6}+x_{14}\left[y_{22}\right]$ |
| 24 | $x_{4}=x_{4}+x_{11}$ | 55 | $x_{0}=x_{0}+x_{31}$ | 86 | $x_{9}=x_{9}+x_{17}\left[y_{9}\right]$ |
| 25 | $x_{11}=x_{11}+x_{19}$ | 56 | $x_{16}=x_{16}+x_{23}\left[y_{8}\right]$ | 87 | $x_{23}=x_{23}+x_{31}\left[y_{31}\right]$ |
| 26 | $x_{13}=x_{13}+x_{12}\left[y_{5}\right]$ | 57 | $x_{23}=x_{23}+x_{6}$ | 88 | $x_{26}=x_{26}+x_{18}\left[y_{26}\right]$ |
| 27 | $x_{19}=x_{19}+x_{23}$ | 58 | $x_{31}=x_{31}+x_{7}$ | 89 | $x_{22}=x_{22}+x_{6}\left[y_{30}\right]$ |
| 28 | $x_{4}=x_{4}+x_{31}$ | 59 | $x_{31}=x_{31}+x_{22}\left[y_{23}\right]$ | 90 | $x_{17}=x_{17}+x_{0}\left[y_{1}\right]$ |
| 29 | $x_{12}=x_{12}+x_{20}$ | 60 | $x_{30}=x_{30}+x_{6}\left[y_{14}\right]$ | 91 | $x_{27}=x_{27}+x_{11}\left[y_{27}\right]$ |
| 30 | $x_{28}=x_{28}+x_{12}$ | 61 | $x_{7}=x_{7}+x_{14}$ |  |  |

$x_{0}, x_{1}, \ldots, x_{31}$ are the 32 input bits, and $y_{0}, y_{1}, \ldots, y_{31}$ are the 32 output bits. $x_{0}\|\cdots\| x_{7}$ is the fist byte with $x_{7}$ being the most significant bit, i.e., the coefficient of the degree- 7 term of the finite field element in polynomial representation.

Table 4: An implementation of AES inverse MixColumns with 92 Xor operations.

| No. | Operation | No. | Operation | No. | Operation |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $u_{27}=u_{27}+u_{3}$ | 31 | $u_{14}=u_{14}+u_{22}$ | 62 | $u_{28}=u_{28}+u_{12}$ |
| 1 | $u_{1}=u_{1}+u_{24}$ | 32 | $u_{23}=u_{23}+u_{30}$ | 63 | $u_{4}=u_{4}+u_{23}$ |
| 2 | $u_{30}=u_{30}+u_{22}$ | 33 | $u_{23}=u_{23}+u_{15}$ | 64 | $u_{11}=u_{11}+u_{31}\left[v_{19}\right]$ |
| 3 | $u_{26}=u_{26}+u_{10}$ | 34 | $u_{31}=u_{31}+u_{22}$ | 65 | $u_{5}=u_{5}+u_{28}$ |
| 4 | $u_{31}=u_{31}+u_{23}$ | 35 | $u_{8}=u_{8}+u_{31}$ | 66 | $u_{3}=u_{3}+u_{11}$ |
| 5 | $u_{9}=u_{9}+u_{1}$ | 36 | $u_{24}=u_{24}+u_{23}$ | 67 | $u_{4}=u_{4}+u_{3}$ |
| 6 | $u_{22}=u_{22}+u_{6}$ | 37 | $u_{8}=u_{8}+u_{24}$ | 68 | $u_{13}=u_{13}+u_{4}\left[v_{29}\right]$ |
| 7 | $u_{15}=u_{15}+u_{31}$ | 38 | $u_{1}=u_{1}+u_{8}$ | 69 | $u_{29}=u_{29}+u_{5}\left[v_{5}\right]$ |
| 8 | $u_{7}=u_{7}+u_{15}$ | 39 | $u_{7}=u_{7}+u_{31}$ | 70 | $u_{5}=u_{5}+u_{13}$ |
| 9 | $u_{17}=u_{17}+u_{9}$ | 40 | $u_{16}=u_{16}+u_{24}$ | 71 | $u_{14}=u_{14}+u_{5}\left[v_{30}\right]$ |
| 10 | $u_{18}=u_{18}+u_{26}$ | 41 | $u_{3}=u_{3}+u_{7}$ | 72 | $u_{16}=u_{16}+u_{31}\left[v_{8}\right]$ |
| 11 | $u_{25}=u_{25}+u_{24}$ | 42 | $u_{0}=u_{0}+u_{7}$ | 73 | $u_{26}=u_{26}+u_{2}\left[v_{26}\right]$ |
| 12 | $u_{24}=u_{24}+u_{0}$ | 43 | $u_{9}=u_{9}+u_{16}$ | 74 | $u_{30}=u_{30}+u_{14}\left[v_{22}\right]$ |
| 13 | $u_{25}=u_{25}+u_{17}$ | 44 | $u_{17}=u_{17}+u_{0}\left[v_{25}\right]$ | 75 | $u_{10}=u_{10}+u_{26}\left[v_{18}\right]$ |
| 14 | $u_{11}=u_{11}+u_{27}$ | 45 | $u_{25}=u_{25}+u_{1}\left[v_{1}\right]$ | 76 | $u_{0}=u_{0}+u_{16}$ |
| 15 | $u_{19}=u_{19}+u_{11}$ | 46 | $u_{1}=u_{1}+u_{17}$ | 77 | $u_{8}=u_{8}+u_{23}\left[v_{16}\right]$ |
| 16 | $u_{4}=u_{4}+u_{28}$ | 47 | $u_{10}=u_{10}+u_{1}$ | 78 | $u_{22}=u_{22}+u_{30}\left[v_{6}\right]$ |
| 17 | $u_{6}=u_{6}+u_{14}$ | 48 | $u_{18}=u_{18}+u_{9}\left[v_{2}\right]$ | 79 | $u_{0}=u_{0}+u_{8}\left[v_{24}\right]$ |
| 18 | $u_{26}=u_{26}+u_{25}$ | 49 | $u_{2}=u_{2}+u_{9}$ | 80 | $u_{6}=u_{6}+u_{22}\left[v_{14}\right]$ |
| 19 | $u_{12}=u_{12}+u_{4}$ | 50 | $u_{10}=u_{10}+u_{18}$ | 81 | $u_{9}=u_{9}+u_{25}\left[v_{9}\right]$ |
| 20 | $u_{20}=u_{20}+u_{12}$ | 51 | $u_{2}=u_{2}+u_{10}\left[v_{10}\right]$ | 82 | $u_{7}=u_{7}+u_{15}\left[v_{15}\right]$ |
| 21 | $u_{27}=u_{27}+u_{26}$ | 52 | $u_{3}=u_{3}+u_{2}$ | 83 | $u_{24}=u_{24}+u_{0}\left[v_{0}\right]$ |
| 22 | $u_{28}=u_{28}+u_{27}$ | 53 | $u_{11}=u_{11}+u_{10}$ | 84 | $u_{21}=u_{21}+u_{29}\left[v_{21}\right]$ |
| 23 | $u_{21}=u_{21}+u_{5}$ | 54 | $u_{3}=u_{3}+u_{18}$ | 85 | $u_{4}=u_{4}+u_{20}\left[v_{4}\right]$ |
| 24 | $u_{13}=u_{13}+u_{21}$ | 55 | $u_{19}=u_{19}+u_{3}\left[v_{3}\right]$ | 86 | $u_{3}=u_{3}+u_{27}\left[v_{11}\right]$ |
| 25 | $u_{21}=u_{21}+u_{20}$ | 56 | $u_{27}=u_{27}+u_{19}$ | 87 | $u_{1}=u_{1}+u_{9}\left[v_{17}\right]$ |
| 26 | $u_{29}=u_{29}+u_{13}$ | 57 | $u_{28}=u_{28}+u_{7}$ | 88 | $u_{5}=u_{5}+u_{21}\left[v_{13}\right]$ |
| 27 | $u_{30}=u_{30}+u_{21}$ | 58 | $u_{27}=u_{27}+u_{23}\left[v_{27}\right]$ | 89 | $u_{28}=u_{28}+u_{4}\left[v_{12}\right]$ |
| 28 | $u_{22}=u_{22}+u_{29}$ | 59 | $u_{12}=u_{12}+u_{11}$ | 90 | $u_{23}=u_{23}+u_{7}\left[v_{31}\right]$ |
| 29 | $u_{6}=u_{6}+u_{21}$ | 60 | $u_{12}=u_{12}+u_{27}\left[v_{20}\right]$ | 91 | $u_{31}=u_{31}+u_{23}\left[v_{23}\right]$ |
| 30 | $u_{15}=u_{15}+u_{6}\left[v_{7}\right]$ | 61 | $u_{20}=u_{20}+u_{28}\left[v_{28}\right]$ |  |  |

$u_{0}, u_{1}, \ldots, u_{31}$ are the 32 input bits, and $v_{0}, v_{1}, \ldots, v_{31}$ are the 32 output bits.

## 6 Summary

In this paper, we introduced a new heuristic search algorithm to globally optimize the implementation of linear matrices, which is built on the decomposition theory of invertible matrices. We observed that a type-3 elementary matrix corresponds to an Xor operation in the implementation of matrices. Thus we reduced the problem of optimizing implementations of matrices to the problem of optimizing matrix decompositions. First of all, we presented four matrix decomposition strategies which are based on different elementary operations performed on a matrix. To optimize the matrix implementation, we constructed a large number of equivalent matrix decompositions and proposed seven matrix multiplication rules that can be fed to the heuristic to reduce the cost. As applications, we applied our heuristic to a large set of newly designed and known matrices for symmetric-key ciphers. The results show that our heuristic is quite powerful in reducing the implementation cost of $16 \times 16$ and $32 \times 32$ matrices. Moreover, our heuristic enjoys an extra advantage that a matrix and its inverse share the same cost.

Though our heuristic can find better implementations in most cases, the circuit depth of the resulting implementation is out of the consideration of this paper, and we leave it as future work.
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## A Rational of Strategy 3-1 (and 3-2)

We will use a small example to illustrate the process of Strategy 3-1. Assuming that

$$
M=\left(\begin{array}{llllll}
0 & 1 & 1 & 0 & 1 & 1 \\
1 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 & 1 & 1 \\
1 & 0 & 1 & 0 & 1 & 1 \\
1 & 1 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 0
\end{array}\right)
$$

the rows and columns will be numbered from 1 to 6 in the following. We first compute all possible $r_{i}=r_{i} \oplus r_{j}$, where $r_{i}$ denotes the $i$ th row of $M$ and $1 \leq i, j \leq 6, i \neq j$. We save the candidates that reduce the most 1's in the resulting matrix. For example, $r_{1}=r_{1} \oplus r_{3}$ will transform the first row from $(0,1,1,0,1,1)$ to $(0,0,1,1,0,0)$, and other rows remain unchanged. The first row contains four and two 1's before and after the transformation. Thus, this transformation will reduce two 1's in the resulting matrix. After checking all possibilities, we can find that $r_{1}=r_{1} \oplus r_{3}, r_{1}=r_{1} \oplus r_{4}, r_{3}=r_{3} \oplus r_{1}, r_{4}=r_{4} \oplus r_{1}$ and $r_{4}=r_{4} \oplus r_{3}$ will make the matrix reduce two 1 's and no candidates can make the matrix reduce more than two 1's. Similarly, we check all possibilities of $c_{i}=c_{i} \oplus c_{j}$, where $c_{i}$ denotes the $i$ th column of $M$, and we can find that $c_{5}=c_{5} \oplus c_{3}, c_{5}=c_{5} \oplus c_{6}, c_{6}=c_{6} \oplus c_{3}$ and $c_{6}=c_{6} \oplus c_{5}$ makes
the matrix reduce two 1's and no more candidates can make it reduce more than two 1's. Combining all possible row and column transformations, we have 9 choices for this step. We randomly pick one of the choices when using Strategy 3-1 and 3-2. Assuming that we choose the first candidate, i.e., $r_{1}=r_{1} \oplus r_{3}$, the matrix after transformation is
$M_{1}=\left(\begin{array}{llllll}0 & 0 & 1 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 1 & 1 & 1 \\ 1 & 0 & 1 & 0 & 1 & 1 \\ 1 & 1 & 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 1 & 1 & 0\end{array}\right)=\left(\begin{array}{llllll}1 & 0 & 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1\end{array}\right)\left(\begin{array}{llllll}0 & 1 & 1 & 0 & 1 & 1 \\ 1 & 0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 1 & 1 & 1 \\ 1 & 0 & 1 & 0 & 1 & 1 \\ 1 & 1 & 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 1 & 1 & 0\end{array}\right)=E(1+3) M$.
Next, we perform similar procedure on $M_{1}$ iteratively. We list in the following the two sequential steps.
$M_{2}=\left(\begin{array}{llllll}0 & 0 & 1 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 & 1 & 1 \\ 1 & 0 & 1 & 0 & 1 & 1 \\ 1 & 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 1 & 1 & 0\end{array}\right)=\left(\begin{array}{llllll}0 & 0 & 1 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 1 & 1 & 1 \\ 1 & 0 & 1 & 0 & 1 & 1 \\ 1 & 1 & 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 1 & 1 & 0\end{array}\right)\left(\begin{array}{llllll}1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1\end{array}\right)=M_{1} E(2+4)$,
$M_{3}=\left(\begin{array}{llllll}0 & 0 & 1 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 & 1 & 1 \\ 0 & 0 & 1 & 0 & 1 & 0 \\ 1 & 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 1 & 1 & 0\end{array}\right)=\left(\begin{array}{llllll}1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1\end{array}\right)\left(\begin{array}{llllll}0 & 0 & 1 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 & 1 & 1 \\ 1 & 0 & 1 & 0 & 1 & 1 \\ 1 & 1 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 1 & 1 & 0\end{array}\right)=E(4+2) M_{2}$.
It can be verified that the number of 1's in the matrix is reduced by two for each of the above three steps. However, we can see that no matter which row or column elementary transformation is performed on $M_{3}$, the number of 1's contained in $M_{3}$ cannot be reduced. This explains the second problem presented in Section 3.2. In this case we turn to Strategy 1 or Strategy 2 for the following process of $M_{3}$. For illustration purpose, we adopt Strategy 1 to process $M_{3}$, i.e., using Gaussian Elimination to transform $M_{3}$ to an identity matrix. Specifically,

$$
\begin{aligned}
& E(4 \leftrightarrow 5) E(3 \leftrightarrow 4) E(2 \leftrightarrow 5) E(1 \leftrightarrow 2) E(5+6) E(2+6) E(4+3) E(1+3) E(6+1) \\
& E(1+4) E(3+5) E(6+2) E(5+2) M_{3}=E .
\end{aligned}
$$

That is to say, we have to perform nine type-3 and four type-1 elementary row transformations to get an identity matrix. Combining with the first three elementary transformation, we can get

$$
\begin{aligned}
& E(4 \leftrightarrow 5) E(3 \leftrightarrow 4) E(2 \leftrightarrow 5) E(1 \leftrightarrow 2) E(5+6) E(2+6) E(4+3) E(1+3) E(6+1) \\
& E(1+4) E(3+5) E(6+2) E(5+2) E(4+2) E(1+3) M E(2+4)=E .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
M= & E(1+3)^{-1} E(4+2)^{-1} E(5+2)^{-1} E(6+2)^{-1} E(3+5)^{-1} E(1+4)^{-1} \\
& E(6+1)^{-1} E(1+3)^{-1} E(4+3)^{-1} E(2+6)^{-1} E(5+6)^{-1} E(1 \leftrightarrow 2)^{-1} \\
& E(2 \leftrightarrow 5)^{-1} E(3 \leftrightarrow 4)^{-1} E(4 \leftrightarrow 5)^{-1} E(2+4)^{-1} .
\end{aligned}
$$

Moreover, type-1 and type-3 elementary matrices are involutory matrices, thus

$$
\begin{aligned}
M= & E(1+3) E(4+2) E(5+2) E(6+2) E(3+5) E(1+4) E(6+1) \\
& E(1+3) E(4+3) E(2+6) E(5+6) E(1 \leftrightarrow 2) E(2 \leftrightarrow 5) E(3 \leftrightarrow 4) \\
& E(4 \leftrightarrow 5) E(2+4) .
\end{aligned}
$$

Using Property 1 presented in the paper, type-1 elementary matrices are moved to the right of the decomposition, thus

$$
\begin{aligned}
M= & E(1+3) E(4+2) E(5+2) E(6+2) E(3+5) E(1+4) E(6+1) \\
& E(1+3) E(4+3) E(2+6) E(5+6) E(5+1) E(1 \leftrightarrow 2) E(2 \leftrightarrow 5) \\
& E(3 \leftrightarrow 4) E(4 \leftrightarrow 5) .
\end{aligned}
$$

Therefore, we successfully get a matrix decomposition as required.

## B Proof of Rule 1-7

Let $I$ denote the identity matrix, and $I_{i, j}$ denote the matrix with a single entry at the $i$ th row and $j$ th column taking a value of 1 and all other entries being 0 . Clearly, $E(i+j)=I+I_{i, j}$.

## Lemma 1.

$$
I_{i, j} I_{u, v}=\left\{\begin{array}{ll}
0, & \text { if } j \neq u \\
I_{i, v}, & \text { if } j=u
\end{array}, \text { where } 0\right. \text { denotes the zero matrix. }
$$

Proof. Since all rows except the $i$ th row of $I_{i, j}$ are zero row vectors, and all columns except the $v$ th column of $I_{u, v}$ are zero column vectors. It can be easily deduced that all rows except the $i$ th row of $I_{i, j} I_{u, v}$ are zero row vectors, and all columns except the $v$ th column of $I_{i, j} I_{u, v}$ are zero column vectors, which means the only possible nonzero element in $I_{i, j} I_{u, v}$ is $I_{i, j} I_{u, v}[i][v]$, which denotes the element at the $i$ th row and $v$ th column of $I_{i, j} I_{u, v}$. Since $I_{i, j} I_{u, v}[i][v]=\oplus_{k} I_{i, j}[i][k] \times I_{u, v}[k][v]$, it follows that $I_{i, j} I_{u, v}[i][v]$ equals 1 if $j=u$ and 0 otherwise.

Proof of Rule 1. $E(k+i) E(k+j) E(i+j)=E(i+j) E(k+i)$, where $i \neq j \neq k$.
Proof.

$$
\begin{align*}
& E(k+i) E(k+j) E(i+j)=\left(I+I_{k, i}\right)\left(I+I_{k, j}\right)\left(I+I_{i, j}\right) \\
& =\left(I+I_{k, i}+I_{k, j}+I_{k, i} I_{k, j}\right)\left(I+I_{i, j}\right) \\
& =\left(I+I_{k, i}+I_{k, j}\right)\left(I+I_{i, j}\right) \\
& =I+I_{k, i}+I_{k, j}+I_{i, j}+I_{k, i} I_{i, j}+I_{k, j} I_{i, j} \\
& =I+I_{k, i}+I_{k, j}+I_{i, j}+I_{k, j} \\
& =I+I_{k, i}+I_{i, j} .  \tag{4}\\
& \quad E(i+j) E(k+i)=\left(I+I_{i, j}\right)\left(I+I_{k, i}\right) \\
& \quad=I+I_{i, j}+I_{k, i}+I_{i, j} I_{k, i} \\
& =I+I_{i, j}+I_{k, i} . \tag{5}
\end{align*}
$$

(4) equals (5) which completes the proof.

Rule 2-6 can be proved similarly.
Proof of Rule 7. $E(j+i) E(i+j)=E(i \leftrightarrow j) E(j+i)$, where $i \neq j$.
Proof. Clearly, $E(i \leftrightarrow j)=I+I_{i, j}+I_{j, i}+I_{i, i}+I_{j, j}$.

$$
\begin{align*}
& E(j+i) E(i+j)=\left(I+I_{j, i}\right)\left(I+I_{i, j}\right) \\
& =I+I_{i, j}+I_{j, i}+I_{j, i} I_{i, j} \\
& =I+I_{i, j}+I_{j, i}+I_{j, j} . \tag{6}
\end{align*}
$$

$$
\begin{align*}
& E(i \leftrightarrow j) E(j+i)=\left(I+I_{i, j}+I_{j, i}+I_{i, i}+I_{j, j}\right)\left(I+I_{j, i}\right) \\
& =I+I_{i, j}+I_{j, i}+I_{i, i}+I_{j, j}+I_{j, i}+I_{i, j} I_{j, i}+I_{j, i} I_{j, i}+I_{i, i} I_{j, i}+I_{j, j} I_{j, i} \\
& =I+I_{i, j}+I_{j, i}+I_{i, i}+I_{j, j}+I_{j, i}+I_{i, i}+I_{j, i} \\
& =I+I_{i, j}+I_{j, i}+I_{j, j} . \tag{7}
\end{align*}
$$

(6) equals (7) which completes the proof.


[^0]:    ${ }^{1}$ This column presents the results in [KLSW17] obtained by Paar1's heuristic.
    ${ }^{2}$ This column presents the results in [KLSW17] obtained by Paar2's heuristic.
    ${ }^{3}$ This column presents the results in [KLSW17] obtained by Boyar-Peralta's heuristic.
    ${ }^{4}$ [Max19] presents a 92-XOR implementation of AES.

