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Abstract. Let σ be some positive integer and C ⊆ {(i, j) : 1 ≤ i < j ≤ σ}. The theory
behind finding a lower bound on the number of distinct blocks P1, . . . , Pσ ∈ {0, 1}n
satisfying a set of linear equations {Pi ⊕Pj = ci,j : (i, j) ∈ C} for some ci,j ∈ {0, 1}n,
is called mirror theory. Patarin introduced the mirror theory and provided a proof for
this. However, the proof, even for a special class of equations, is complex and contains
several non-trivial gaps. As an application of mirror theory, XORP[w] (known as
XOR construction) returning (w−1) block output, is a pseudorandom function (PRF)
for some parameter w, called width. The XOR construction can be seen as a basic
structure of some encryption algorithms, e.g., the CENC encryption and the CHM
authenticated encryption, proposed by Iwata in 2006. Due to potential application of
XORP[w] and the nontrivial gaps in the proof of mirror theory, an alternative simpler
analysis of PRF-security of XORP[w] would be much desired. Recently (in Crypto
2017) Dai et al. introduced a tool, called the χ2 method, for analyzing PRF-security.
Using this tool, the authors have provided a proof of PRF-security of XORP[2] without
relying on the mirror theory. In this paper, we resolve the general case; we apply
the χ2 method to obtain a simpler security proof of XORP[w] for any w ≥ 2. For
w = 2, we obtain a tighter bound for a wider range of parameters than that of Dai
et al.. Moreover, we consider variable width construction XORP[∗] (in which the
widths are chosen by adversaries adaptively), and also provide variable output length
pseudorandom function (VOLPRF) security analysis for it. As an application of
VOLPRF, we propose an authenticated encryption which is a simple variant of CHM
or AES-GCM and provides much higher security than those at the cost of one extra
blockcipher call for every message.
Keywords: PRF, PRP, χ2 method, mirror theory, CENC.

1 Introduction
Let G be a set of size N . Suppose a without replacement (WOR) random sample of size
σ̄ from G is given. Based on this sample, we want to derive σ pseudorandom elements
for some σ ≤ σ̄. Here, we measure the pseudorandomness of a distribution by the total
variation (also known as the statistical distance) between the distribution and the uniform
distribution. Of course, the original sample would be a choice for pseudorandom sample
from G (in this case σ̄ = σ). However, the total variation between random WOR sample
and a random WR sample is about σ(σ − 1)/2N which is the collision probability of a
true random sample of size σ. So, the total variation is negligible only when σ �

√
N .

Therefore, a natural question arises: can we generate a sample for which the total variation
remains negligible even for σ >

√
N?

The above problem is well motivated in symmetric key cryptography due to its relevance
in constructing pseudorandom functions (PRFs) from pseudorandom permutations (PRPs)1.

1This line of work was initiated by Bellare et al. in [BKR98], who termed it “Luby-Rackoff backwards”.
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More specifically, a blockcipher is modeled as a PRP, i.e., ideally it generates a random
WOR sample. On the other hand, a PRF ideally generates a random WR sample. So,
constructing a PRF based on a blockcipher requires to generate a pseudorandom sample
from a random WOR sample. In this context, N is the size of the domain and range of the
blockcipher and σ is the total number of blocks an adversary can query. Hence, negligible
total variation (which is an upper bound of the distinguishing advantage of the adversary)
for larger choices of σ would be always desired. There are several known blockcipher based
PRF constructions; some of them can be found in [BKR00, Nan09, IK03, BR02, LPTY16].
All these constructions suffer from the birthday attack. There are few deterministic
blokcipher based beyond birthday constructions, namely PMAC_Plus [Yas11, DDN+17],
LightMAC+ [Nai17] and 3kf9 [ZWSW12].

Now, we describe two known and very basic strategies to generate almost random
sample, i.e., pseudorandom sample based on a WOR random sample T1, . . . Tσ̄ from G and
their applications to cryptography. The first method is based on truncation of a WOR
sample and the second method is based on taking differences of a WOR sample. Our focus
in this work is on the latter one.

1. Truncation of a WOR Sample. This has been studied by Stam (in a statistical
context) in 1978 [Sta78] and later by many others (e.g., [GG16, GGM17, HWKS98]).
Suppose G′ is a set of size M such that M divides N . Let f : G→ G′ be a regular function
(i.e., for all y ∈ G′, there are exactly N/M elements x ∈ G such that f(x) = y). For
example, when G = {0, 1}n, the truncation function truncm which chops (n−m) bits of
its input to return an m-bit output is a regular function. Now, consider the new sample
S1, . . . , Sσ̄, where Si = truncm(Ti) for 1 ≤ i ≤ σ̄ (in this case σ = σ̄). Stam showed that
total variation between (S1, . . . , Sσ̄) and a true random sample (R1, . . . , Rσ̄) over G′ is at
most σ̄

√
M/N2. This bound has been recently shown to be tight in [GG16, GGM17].2

As an application to cryptography, let eK : {0, 1}n → {0, 1}n be a blockcipher, modeled
to be pseudorandom permutation for a randomly chosen key K. Then, for m ≤ n, the
truncated blokcipher truncm(eK(x)) has the maximum distinguishing advantage σ̄/2n−m

2 ,
where σ̄ is the total number of queries. The truncation of blockcipher is used for the key
derivation function of the AES-GCM construction [GLL17, GL17, IS17].

2. Differences of WOR Samples. Let us assume that G is an abelian group under the
group operation “+”(with − as the inverse). Let σ̄ = cw for some integers c and w ≥ 2.
Let us denote the WOR sample of size σ̄ as T := (Ti,j : 1 ≤ i ≤ c, 1 ≤ j ≤ w). We call the
sub-sample (Ti,1, . . . , Ti,w) the ith chunk of the sample. For each chunk, we derive w − 1
pseudorandom elements of G as follows.

Si,1 = Ti,1 − Ti,w, Si,2 = Ti,2 − Ti,w, . . . , Si,w−1 = Ti,w−1 − Ti,w.

Thus, we get a new sample S := (Si,j : 1 ≤ i ≤ c, 1 ≤ j ≤ w − 1) of size σ = c(w − 1) from
a sample of size σ̄. Our main focus in this work is to upper bound the total variation
between S and a true random sample of size σ.

XORP[w] Construction. Let us take G = {0, 1}n with the group operation being the
bit-wise ⊕. The above computation of S-values can be viewed as the following PRF
construction XORP[w] for different inputs.

XORP[w](x) =
(
eK(x‖〈0〉s)⊕ eK(x‖〈1〉s)

)
‖ · · · ‖

(
eK(x‖〈0〉s)⊕ eK(x‖〈w − 1〉s)

)
,

where s ≤ dlog2 we, x ∈ {0, 1}n−s and 〈i〉s is the s-bit representation of i. In particular,
when we compute XORP[w](x1), . . . ,XORP[w](xc), we evaluate Ti,j+1 := eK(xi‖〈j〉s), for

2Similar claim had been made long time back by Hall et al. [HWKS98] when they study truncation of
output of a pseudorandom permutation. If G = {0, 1}n and G′ = {0, 1}m then one can take the function
f to be the truncation function which truncates, say the last (n−m) bits.
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1 ≤ i ≤ c and 1 ≤ j ≤ w− 1 and then we compute Si,j = Ti,j ⊕ Ti,w. Note that Ti,j values
are random WOR in case we replace the blockcipher by an ideal blockcipher (random
permutation). This construction and specifically XORP[2] was studied by several authors
independently (see [Pat08b, Pat10, Luc00, BI99]).

Mirror Theory. Patarin introduced a combinatorial problem motivated from the PRF-
security of XORP[w] type constructions. Informally, mirror theory (see [Pat10]) provides a
suitable lower bound on the number of solutions of distinct blocks P1, . . . , Pσ̄ ∈ {0, 1}n
satisfying a system of linear equations involving only two variables at a time. For example,
we may consider the following system of equations

{P(i−1)w+j ⊕ Piw = ci,j : 1 ≤ i ≤ c, 1 ≤ j ≤ w − 1}

motivated from XORP[w] construction (with a renaming of P(i−1)w+j as Pi,j) for some
nonzero ci,j ∈ {0, 1}n so that ci,1, . . . , ci,w−1 are distinct for every i. Patarin showed
a lower bound on the number of such solutions. As an application of coefficient-H
technique [Vau03, Pat08a, IMV16], this leads to a bound of PRF distinguishing advantage
of XORP. Mirror theory seems to be very powerful as it can be applied to prove optimum
security for many constructions such as EDM, EWCDM etc. [MN17]. However, the proof
of the mirror theory is quite complex and contains several nontrivial gaps. In fact, Patarin
later provided an alternative proof for PRF-security of xor of k independent blockcipher
constructions [CLP14], which is simpler but sub-optimal and follows easily from the mirror
theory.

χ2 Method and Its Application to XORP[2]. Recently (in [DHT17]), Dai et al. provided
optimum security proof for XORP[2] construction using a method which they term χ2

method. This method was implicitly used by Stam ([Sta78]) while proving the bound
on the total variation between the truncated WOR sample and the true random sample.
While the context of Stam’s work is purely statistical, the work of Dai et al. explicitly
demonstrated the usefulness of the χ2 method in cryptographic context. We will provide a
brief overview of this method in Section 2.

Our Contribution. A simpler and transparent proof of mirror theory in general, and
PRF-security of XORP[w] construction in particular, is well desired. In this paper, we
focus on the PRF-security of XORP[w] construction for any w ≥ 2, and its variable width
version XORP[∗] (in which the width would be given as an input of the construction). In
particular, using the χ2 method we show that the PRF-advantage of XORP[w] against an
adversary making at most q queries is bounded by

√
2w2q

N
+ w(w − 1)q

2N .

Moreover, when w = 2 and (G,+) = ({0, 1}n,⊕) (and so N = 2n), the upper bound on
the PRF-advantage can be further improved to(

2(N − 1)q3

(N − 2q)4

) 1
2

+ q

N
.

Dai et al. proved that the PRF-advantage for XORP[2] is at most 1.5q+3√q
2n provided

q < 2n−5. So, our bound is an improvement, and works even when q > 2n−5. We also
describe a simple adversary with advantage at least about w(w−1)q

2N , and hence our bound
is tight. For XORP[∗], we show that its PRF-advantage of an adversary making queries
with widths w1, . . . , wq is at most

(1 +
√

2)wmaxσ̄
N

,
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where wmax = maxi wi, and σ̄ =
∑
i wi. Formal statement of our results are given as

Theorem 2 and Theorem 3.
An immediate application of our result is the improvement of the PRF-security of

CENC [Iwa06]. Also, we consider a variant of the GCM authenticated encryption [MV04]
(can also be viewed as a variant of CHM or CIP authenticated encryption [Iwa06, Iwa08]).
For this variant, we obtain beyond birthday security with one extra blockcipher call when
the message length is not too large.

Organization of the Paper. The paper is organized as follows. In the next section, we
discuss preliminaries; there we formalize the notation that we use throughout the paper,
briefly cover the required security notions and provide a brief outline of the χ2 method.
In Section 3, we state and prove our main results. Subsequently, in Section 4, we present
applications of our results. Finally we conclude in Section 5.

2 Preliminaries
2.1 Notation and Setup
In this paper we fix an abelian group G of size N . We use “+” to denote the group addition
and “−” to denote its inverse operation. We denote the identity element as 0. We call
elements of G blocks. The most popular choice of the group in cryptography is G = {0, 1}n,
for some positive integer n, with bit-wise xor as an addition. In this case, 0n is the identity
0 and N = 2n.

For a positive integer s, we denote an s-tuple (x1, . . . , xs) as xs. In this paper we
consider an integer parameter w ≥ 2 (called width). A w-tuple z = (z1, . . . , zw) ∈ C := Gw

is called chunk. We use a shorthand notation [c] to denote the set {1, 2, . . . , c} for
every positive integer c. A c-tuple of chunks xc = (x1, . . . , xc) ∈ Cc is also denoted as
(xi,j : i ∈ [c], j ∈ [w]), where xi := (xi,1, . . . , xi,w) ∈ Gw for all i. In general for a set I
of size s, (xi : i ∈ I) ∈ Gs is a block tuple. A tuple of blocks (xi : i ∈ I) ∈ Gs is called
block-wise distinct if all xi’s are distinct.

For a random variable X, we write PrX to denote the probability distribution (or
function) corresponding to X. Sample space of a random variable X is a set Ω so that
PrX(Ω) = 1. Support of X is the sample space Ω of X so that for all x ∈ Ω, PrX(x) > 0.
Given a set S and the tuple Xs := (X1, . . . , Xs), we will write (X1, . . . , Xs)←$S to mean
that Xi’s are sampled uniformly and independently from the set S. Moreover, these are
also independent with all other previously sampled random variables in the context. A
sample, i.e., a particular realization of Xs will be denoted by xs := (x1, . . . , xs).

Let S be a set of sizeM and s be a positive integer. We write (X1, . . . , Xs)←wrS to rep-
resent that X1, . . . , Xs are chosen randomly in WR manner from S (i.e., X1, . . . , Xs←$S).
Similarly, we write (X1, . . . , Xs)←worS to mean that Xi’s are randomly sampled in WOR
manner from the set S. Let

Ss = {(x1, . . . , xs) : xi’s are distinct elements of S}

be the set of all block-wise distinct s tuples of blocks. Note that |Ss| = M(M −1) · · · (M −
s+ 1). We use short hand notation Ms := M(M − 1) · · · (M − s+ 1). In this notation, a
WOR sample Xs is chosen uniformly from Ss, i.e., Xs←worSs. In other words,

Pr[Xs = as] = 1
|S|s

, for all as ∈ Ss.

So Ss is the support of Xs.
A subset Vr ⊆ G of size r is called a random r-set if it is chosen uniformly from the

set of all r sized subsets of G. Thus, for every V ⊆ G,
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Pr[Vr = V] =
(
N
r

)−1
.

Throughout the paper we denote a random r-set in G as Vr. A random r-set can
be constructed by drawing a random WOR sample, i.e., Vr = {X1, . . . , Xr}, where
(X1, . . . , Xr)←worG. Note that the complement set G \Vr is a random (N − r)-set.

2.2 Security Definitions
Pseudorandom function (or PRF) is a very important security notion in cryptography.
For example, while analyzing message authentication code (MAC), we mostly study PRF-
security as it is a stronger notion than MAC. It has also been used to define encryption
schemes, authenticated encryptions and other cryptographic algorithms.

Now we formally define PRF and PRP-advantage of a keyed function. Let m and p be
positive integers.

1. Let RPm denote the m bit random permutation chosen uniformly from Permm, the
set of all permutations on {0, 1}m, i.e., in notation RPm←$ Permm.

2. Similarly, RFm→p←$ Funcm→p, where Funcm→p is the set of all functions from {0, 1}m
to {0, 1}p, and we call RFm→p random function (from m bits to p bits).

Let K be a finite set. Given a function f : K × {0, 1}m → {0, 1}p, for every k ∈K,
we denote by fk the function (also termed a keyed function) f(k, ·) ∈ Funcm→p. We call
the set K the key space of the keyed function.

Definition 1 (PRF and PRP-advantage). Let A be a distinguisher (i.e. an oracle algo-
rithm3) and f : K × {0, 1}m → {0, 1}p be a keyed function. Then, the PRF-advantage of
A against f is defined as

Advprf
f (A) = |Pr[AfK → 1 : K ←$ K]− Pr[ARFm→p → 1]|.

Similarly, the PRP-advantage of A against a keyed permutation f (in this case m = p) is
defined as

Advprp
f (A) = |Pr[AfK → 1 : K ←$ K]− Pr[ARPp → 1]|.

As we restrict to only deterministic keyed function (i.e., it returns identical outputs on
same queries) there is no loss of generality to assume that the adversary does not repeat
its queries. In other words, if Q1, . . . , Qq are all queries then these must be distinct. For
information theoretic security, we assume A to be computationally unbounded. Therefore,
we can also assume that A is deterministic as it can always run with the best random coins
which maximizes the advantage. Suppose A makes q distinct queries Q1, . . . , Qq adaptively
to the random function RFm→p (or the keyed function fK with K ←$ K) and obtains
responses R1, . . . , Rq (or X1, . . . , Xq respectively). Note that R1, . . . , Rq ←wr {0, 1}p. We
denote the probability distributions associated to R = (R1, . . . , Rq) and X = (X1, . . . , Xq)
by PrR and PrX respectively. Thus, from the definition of PRF-advantage we have

Advprf
f (A) = |PrR(E)− PrX(E)|,

whereE is the set of all q-tuple responses xq = (x1, . . . , xq) ∈ ({0, 1}p)q at which A returns
1. Similarly, when A is interacting with RPm and obtains responses T1, . . . , Tq then it is
easy to see that (T1, . . . , Tq)←wor {0, 1}m.

3An oracle distinguisher sends queries Q1, . . . , Qq to an oracle adaptively and obtains the corresponding
responses X1, . . . , Xq . Finally it returns 0 or 1.
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It is well known that the statistical distance or total variation distance between two
distributions P0 and P1 satisfies the following relation:

‖P1 −P0‖
def= 1

2
∑

xq∈({0,1}p)q

|P0(xq)−P1(xq)| = max
E′⊆({0,1}p)q

(P0(E′)−P1(E′)). (1)

Hence,
Advprf

f (A) = |PrR(E)− PrX(E)| ≤ ‖PrR − PrX‖.

Therefore, ‖PrR − PrX‖ serves as an upper bound on the PRF-advantage of the adversary
A against f . In this work, we will obtain an upper bound on ‖PrR − PrX‖ for some keyed
function f (to be described in the next section).

2.3 χ2 Method for Bounding Total Variation
We now describe a recently introduced tool to bound total variation between two random
vectors. Given a set Ω, let X := Xq := (X1, . . . , Xq) and Y := Y q := (Y1, . . . , Yq) be two
random vectors distributed over Ωq. For every i ∈ [q], we write PrX(xi|xi−1) := Pr[Xi =
xi|Xi−1 = xi−1]. Similarly, we denote PrY(xi|xi−1). For the special case when i = 1, we
define PrX(x1|x0) := Pr[X1 = x1] and PrY(x1|x0) := Pr[Y1 = x1].

Definition 2. Let Ωi denote the support of the random variable Xi, for all i. Suppose
for every i, the support of Y i contains Ωi. For every xi−1 ∈ Ωi−1, i ≥ 1, χ2-distance4

between these two conditional probability distributions is defined as

χ2(xi−1) :=
∑

xi∈Ωxi−1

(
PrX(xi|xi−1)− PrY(xi|xi−1)

)2
PrY(xi|xi−1) (2)

where Ωxi−1 = {xi : xi ∈ Ωi}.

Note that for the above definition to work, xi−1 should be in the support of both Xi−1

and Y i−1 (otherwise conditional probabilities are not well defined) and the denominator
should be positive. So it is required to assume that the support of Xi is contained in the
support of Y i for all i.

Dai, Hoang, and Tessaro [DHT17] introduced a new method, which they term χ2

method, to bound the statistical distance between two joint distributions in terms of
the expectations of the χ2-distances of corresponding conditional distributions. More
specifically, in terms of our notation and setting, crux of the χ2 method is the following
theorem.

Theorem 1 ([DHT17]). Following the notation as above and assuming that the support
of Xi is contained in the support of Y i for every i, then

‖PrX − PrY‖ ≤

(
1
2

q∑
i=1

Ex[χ2(Xi−1)]
) 1

2

where χ2(·) function is computed as in Definition 2 for the probability functions PrX and
PrY.

As an aside, we mention that main ingredients of the proof of Theorem 1 are (i) Pinsker’s
inequality, (ii) chain rule of Kullback-Leibler divergence (KL divergence) 5, and (iii) Jensen’s
inequality : Pinsker’s inequality upper bounds the statistical distance between two (joint)

4χ2-distance is a well known metric in statistics dating back to Pearson. See [LV87] for some history.
5See [CT06] for background on these topics
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distributions by their KL divergence, chain rule of KL divergence expresses the KL
divergence of two joint distributions as the sum of the KL divergences between corresponding
conditional distributions, and finally Jensen’s inequality is used to upper bound the KL
divergence between two distributions by their χ2-divergence.

In [DHT17], Dai et al. have applied Theorem 1 to show PRF-security of two well known
constructions, namely XORP[2] ([Pat08b, Pat10, BI99, Luc00]) and encrypted Davies-Meyer
(EDM) ([CS16, MN17]). This method seems to have potential for further application to
obtain better bounds (and simplified proofs) on the PRF- security of other constructions
where proofs so far have evaded more classical methods, such as the H-coefficient method
([Pat08a]). In fact, much earlier, Stam ([Sta78]) used this method, implicitly and in a purely
statistical context, to obtain PRF-security bound of the truncated random permutation
construction described in the previous section.

2.4 Some Inequalities
The following inequalities will be used in proofs of our results. Here, we assume N, r, w to
be positive integers such that r, w ≥ 2.

Lemma 1. If (r + w)w ≤ N then (N−1)w−1

(N−r)w ≤ 4
N .

Proof.
(N − 1)w−1

(N − r)w = 1
N − r

×
(

(N − 1)w−1

(N − r)w−1

)
≤ 1
N − r

×
(
N + 1− w
N − r − w

)w−1

≤ 1
N − N

w

×
(

N

N − r − w

)w−1
since rw < N

≤ 1
N
× 1(

1− 1
w

)w since r + w ≤ N/w

≤ 4
N

since
(
1− 1

w

)−w ≤ 4 for w ≥ 2

The last inequality
(
1− 1

w

)−w ≤ 4 for w ≥ 2 follows from standard calculus.

Lemma 2. If 2w < N then 1− (N−r)w

Nw ≤ 2rw
N .

Proof. Note that (N−r)w

Nw =
∏w−1
i=0 (1− r

N−i ) ≥ (1− r
N−w )w ≥ 1− wr

N−w . The last inequality
follows from the fact that (1−x)w ≥ 1−wx for all 0 < x < 1. So (N−r)w

Nw ≥ 1− 2rw
N (since

2w ≤ N). This completes the proof. .

3 Main Results
3.1 Pseudorandomness of Fixed Width XOR of WOR Sample
Let w ≥ 2 ( will be called width parameter) and q ≥ 1 (will denote the number of queries)
be integers. Our main results are stated in Theorem 2 and Theorem 3 (a variant of
Theorem 2 with variable width). In Theorem 2, we bound the total variation between
the probability distributions of the random vectors S and R defined over the same sample
space Gq(w−1). The formal description of these random variables are given in Fig 3.1. The
random vector

R := (R1,1, R1,2, . . . , R1,w−1, R2,1, R2,2, . . . , R2,w−1, . . . , Rq,1, Rq,2, . . . , Rq,w−1)
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is a WR sample (represented as a vector) of size q(w− 1), each Ri,j is sampled from G. In
other words, R←wrGq(w−1). Whereas,

S := (S1,1, S1,2, . . . , S1,w−1, S2,1, S2,2, . . . , S2,w−1, . . . , Sq,1, Sq,2, . . . , Sq,w−1)

is a linear function (described in Fig. 3.1) of a WOR sample

T := (T1,1, T1,2, . . . , T1,w, T2,1, T2,2, . . . , T2,w, . . . , Tq,1, Tq,2, . . . , Tq,w)

of size qw, each Ti,j is sampled from G. More precisely, Si,j = Ti,j − Ti,w for all 1 ≤ i ≤ q
and 1 ≤ j ≤ w − 1. So both R and S have same sample space Gq(w−1). However, they
clearly don’t have same support. The support of R is the whole sample space, i.e., Gq(w−1).
On the other hand, as Ti,j ’s are distinct, we have

1. Si,j 6= 0 for all i, j, and

2. for any i and for all j 6= j′ ≤ w − 1, Si,j 6= Si,j′ .

So, for every i, Si,1, Si,2, . . . , Si,w−1 are distinct elements from G \ {0}. Now, we define
another random variable

U := (U1,1, U1,2, . . . , U1,w−1, U2,1, U2,2, . . . , U2,w−1, . . . , Uq,1, Uq,2, . . . , Uq,w−1)

which have the same support as S and also very close to the uniform random vector R
(see Lemma 3). More precisely, for every 1 ≤ i ≤ q, Ui := (Ui,1, . . . , Ui,w−1)←worG \ {0}
and U1, . . . , Uq are jointly independent. Following lemma provides an upper bound on the
total variation between U and R.

Lemma 3. The random vectors R and S are as described in Fig 3.1. Then

‖PrR − PrU‖ ≤
w(w − 1)q

2N .

Proof. It is easy to see that U is identical with R until (i) for some i, j, Ri,j = 0 or (ii) for
some 1 ≤ i ≤ q, 1 ≤ j 6= j′ ≤ w − 1, Ri,j = Ri,j′ . The probability of the first event is at
most q(w−1)

N (by applying the union bound), whereas the probability of the second event
is at most q × (w−1)(w−2)

2N by using the union bound and the birthday collision probability.
This completes the proof.

Random Experiment for R

1 : R := (Ri,j : i ∈ [q], j ∈ [w − 1])←wrG

2 : return R

Random Experiment for U

1 : for 1 ≤ i ≤ q
2 : Ui := (Ui,1, Ui,2, . . . , Ui,w−1)←worG \ {0}
3 : return U := (Ui,j : i ∈ [q], j ∈ [w − 1])

Random Experiment for S

1 : T := (Ti,j : i ∈ [q], j ∈ [w])←worG

2 : for 1 ≤ i ≤ q
3 : for 1 ≤ j ≤ w − 1
4 : Si,j = Ti,j − Ti,w
5 : return S := (Si,j : i ∈ [q], j ∈ [w − 1])

Figure 3.1: Description of sampling methods of random variables R, S and U.

Now, we state our main theorem which provides an upper bound on the total variation
between R and S. In other words, it shows the distribution of S is very close to uniform
even though it is computed from a non-uniform distribution.
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Theorem 2 (Pseudorandomness of S). Let R and S be the random vectors as described in
Fig. 3.1. Then,

‖PrS − PrR‖ ≤
√

2w2

N
+ w(w − 1)q

2N .

Moreover when w = 2 and (G,+) = ({0, 1}n,⊕), we have

‖PrS − PrR‖ ≤
(

2(N − 1)q3

(N − 2q)4

) 1
2

+ q

N
.

Proof. First, in Figure 3.2, we describe the extended random variables X and Y which
extends S and U respectively. Here, by extension we mean that S and U are marginal
random variables of X and Y respectively. Note that in line 5 of the random experiment
for Y, the execution following else will not be required in our paper. We will be interested
in all those choices of realization of Y for which else condition will not be satisfied. It is
kept only for the sake of the completeness of the definition.

Random Experiment for X

1 : T = (Ti,j : i ∈ [q], j ∈ [w])←worG

2 : for 1 ≤ i ≤ q
3 : for 1 ≤ j ≤ w − 1
4 : Si,j = Ti,j − Ti,w
5 : Xi = (Si,1, . . . , Si,w−1, Ti,w)
6 : Si = (Si,1, . . . , Si,w−1)
7 : return X := (X1, . . . , Xq)

Random Experiment for Y

1 : initialize S0 = G

2 : for 1 ≤ i ≤ q
3 : Ui := (Ui,1, Ui,2, . . . , Ui,w−1)←worG \ {0}
4 : Ni = {v ∈ Si−1 : v + Ui,j ∈ Si−1, ∀j ∈ [w − 1]}
5 : if Ni 6= ∅ then Vi,w ←wrNi else Vi,w = 0

6 : Yi = (Ui,1, Ui,2, . . . , Ui,w−1, Vi,w)
7 : Si = G \

(
{Vi′,j := Ui′,j + Vi′,w : i′ ∈ [i], j ∈ [w − 1]}

∪ {V1,w, . . . , Vi,w}
)

8 : return Y := (Y1, . . . , Yq)

Figure 3.2: X and Y are extended random variables of S and U respectively.

Let C = Gw denote the set of all chunks. To understand the probability distributions
of the random vectors X and Y and their supports we consider the following permutation
ρ over the chunk set C mapping (z1, . . . , zw) to (z1 + zw, . . . , zw−1 + zw, zw). It is easy
to see that ρ is a permutation and ρ−1(z′1, . . . , z′w) = (z′1 − z′w, . . . , z′w−1 − z′w, z′w). We
extend the definition of ρ over Cc for any c as ρ∗(x1, . . . , xc) = (ρ(x1), . . . , ρ(xc)). From
the random experiments, it is trivial to see that

1. ρ(Xi) = Ti := (Ti,1, . . . , Ti,w) and

2. ρ(Yi) = Vi := (Vi,1, . . . , Vi,w).

So, for every i ≤ q, ρ∗(Xi) = T i and ρ∗(Y i) = V i. In other words, the random variables X
and Y are equivalent to T and V := (Vi,j , i ∈ [q], j ∈ [w]) respectively. In the first case, we
first sample T and then define X by applying ρ−1 on each chunk. Whereas, in the second
case, we first sample Y and then we define V by applying ρ on each chunk. So for every i,
the support of T i is the set of all block-wise distinct tuples (ai′,j : i′ ∈ [i], j ∈ [w]). Hence,
the support of Xi, denoted as Ωi, would be the set of all such iw tuples

Ωi := {(xi′,j : i′ ∈ [i], j ∈ [w]) ∈ Giw : (ai′,j : i′ ∈ [i], j ∈ [w]) is block-wise distinct},
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where ρ(xi′) = ai′ := (ai′,j : j ∈ [w]) for all i′. In fact, for every xi ∈ Ωi, the conditional
probability for X can be expressed as

PrX(xi | xi−1) def= Pr[Xi = xi |Xi−1 = xi−1]
= Pr[Ti = ai |T i−1 = ai−1]

= 1
(N − (i− 1)w)w . (3)

Now, we show that the support of Y i contains Ωi for all i. For all (x1, . . . , xi) ∈ Ωi, let
us denote ui = (xi,1, . . . , xi,w−1). So, xi = (ui, xi,w). As before, let ρ(xi′) = ai′ for every
i′ ∈ [i]. So, ai′,j ’s are distinct. Let Si−1 = G \ {ai′,j : i′ < i, j ∈ [w]}. We define one more
set

Nui(xi−1) := {v ∈ Si−1 : v + ai,k ∈ Si−1 ∀k ∈ [w − 1]}.
Given that U i = ui and Y i−1 = xi−1, the set Ni (defined in the line 5 for the random
experiment of Y in Figure 3.2) is exactly the same as the set Nui(xi−1) defined above. It
is easy to observe the following:

If xi ∈ Ωi then the set Nui(xi−1) is nonempty as xi,w ∈Nui(xi−1).

So, in this case, we don’t execute the else statement in line 5 of the random experiment Y.
With these notations, now we prove our next claim on the support of Y.
Claim. For all xi ∈ Ωi,

PrY(xi | xi−1) def= Pr[Yi = xi | Y i−1 = xi−1] = 1
(N − 1)w−1 ×

1
|Nui(xi−1)| .

Since for all j < i, xj ∈ Ωj , we have Pr[Y j = xj ] > 0.
Proof. First, note that xi−1 ∈ Ωi−1, ai,j ’s are distinct and xi,1, . . . , xi,w−1 are nonzero
distinct elements. Moreover, Si cannot be the empty set as xi,w ∈ Si. So,

PrY(xi | xi−1) def= Pr[Yi = xi | Y i−1 = xi−1]
= Pr[Ui = ui | Y i−1 = xi−1]× Pr[Vi,w = xi,w | Ui = ui ∧ Y i−1 = xi−1]

= 1
(N − 1)w−1 ×

1
|Nui(xi−1)| . (4)

The last equality follows from the definition of sampling of Ui’s and Vi’s. �
We now apply χ2 method to X and Y.

χ2(xi−1) :=
∑
xi

(PrX(xi|xi−1)− PrY(xi|xi−1))2

PrX(xi|xi−1)

=(a)
∑

xi=(ui,xi,w)

( 1
(N−(i−1)w)w − 1

(N−1)w−1|Nui (xi−1)|

)2
1

(N−1)w−1|Nui (xi−1)|

=(b) C×
∑
ui

∑
xi,w

(
|Nui(xi−1)| − D

)2
|Nui(xi−1)|

=(c) C×
∑
ui

(
|Nui(xi−1)| − D

)2
, (5)

where C = (N−1)w−1

((N−(i−1)w)w)2 , and D = (N−(i−1)w)w

(N−1)w−1 . The equality (a) follows by plugging
the conditional probabilities derived in (3) and (4). The expression on the r.h.s. of (b) is
obtained by algebraic simplification. The equation (c) follows from the observation that
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(
|Nui (xi−1)|−D

)2

|Nui (xi−1)| is functionally independent of xi,w,

and for each ui, the number of choices of xi,w is |Nui(xi−1)|. Next, in order to apply
Theorem 1, we compute Ex[χ2(Xi−1)] which (from (5)) is given by

C×
∑
ui

Ex[
(
|Nui(Xi−1)| − D

)2].

Note that |Nui(xi−1)| is a function of xi−1, and so, it is also a function of ai−1. When xi−1

is sampled according to Xi−1, ai−1 would be sampled according to T i−1 (WOR sample).
For notational simplicity, let r = (i− 1)w and r′ = N − r. Also, let Vr′ = G \ {Ti′,j :

i′ ∈ [i], j ∈ [w]} which is a random r′-set in G. Then the set Nui(Xi−1) is same as the set

{g ∈Vr′ : g + ui,j ∈Vr′ for all j ∈ [w − 1]}.

We denote the size of the set by Nui

r′ . Then we have

Ex[χ2(Xi−1)] = C×
∑
ui

Ex[
(
Nui

r′ − D
)2]. (6)

Next, we apply the following lemma to get an upper bound on the r.h.s. of (6).

Lemma 4. Let b := (b1, . . . , bw−1) ∈ (G\{0})w−1 (i.e., bi’s are nonzero distinct elements).
Then, with the notations described above,

Ex[Nb
r′ ] = r′w

(N − 1)w−1 := D (7)

Var[Nb
r′ ] ≤ w2 × r′w

(N − 1)w−1 ×
(

1− r′w

Nw

)
. (8)

When (G,+) = ({0, 1}n,⊕) and w = 2 we have

Var[Nb
r′ ] ≤ min

{
2r(r − 1)
N − 1 ,

2r′(r′ − 1)
N − 1

}
. (9)

We postpone the proof of Lemma 4 to Subsection 3.4. By using (7), we get from (6)

Ex[χ2(Xi−1)] = C×
∑
ui

Ex[
(
Nui

r′ − D
)2] = C×

∑
ui

Var[Nui

r′ ]. (10)

Next, by applying (8) to upper bound Var[Nui

r′ ], we have

Ex[χ2(Zi−1)] ≤ (N − 1)w−1

((N − r)w)2 × (N − 1)w−1 ×
(
w2 × (N − r)w

(N − 1)w−1 ×
(

1− (N − r)w

Nw

))
= w2 × (N − 1)w−1

(N − r)w ×
(

1− (N − r)w

Nw

)
≤ 8rw3

N2 (11)
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The last inequality follows from Lemma 1 and Lemma 2. Finally, from Theorem 1, we get

‖PrX − PrY‖ ≤

(
1
2

q∑
i=1

Ex[χ2(Xi−1)]
) 1

2

≤

(
q∑
i=1

4w3r

N2

) 1
2

≤

(
q∑
i=1

4w4(i− 1)
N2

) 1
2

≤
(

2w4q2

N2

) 1
2

=
√

2w2q

N
.

Now, we assume that w = 2 and G is the set {0, 1}n with ⊕ as the group operation. In this
case, we apply our improved bound on Var[Nb

r′ ] given by (9); we have Var[Nb
r′ ] ≤

2r(r−1)
N−1 .

So,

Ex[χ2(Xi−1)] = C×
∑
ui

Var(Nui)

≤ (N − 1)2

(N − r)2(N − r − 1)2 ×
2r(r − 1)
N − 1

≤ 2(N − 1)r2

(N − 2q)4

Now, we get by Theorem 1,

‖PrX − PrY‖ ≤

(
1
2

q∑
i=1

Ex[χ2(Xi−1)]
) 1

2

≤

(
q∑
i=1

4(N − 1)(i− 1)2

(N − 2q)4

) 1
2

≤
(

2(N − 1)q3

(N − 2q)4

) 1
2

.

So far, we have provided an upper bound on ‖PrX−PrY‖. As X and Y are the extended
random variables of S and U respectively, we have ‖PrS − PrU‖ ≤ ‖PrX − PrY‖. Now, we
complete the proof by using triangle inequality on the total variation. We have

‖PrS − PrR‖ ≤ ‖PrS − PrU‖+ ‖PrU − PrR‖

≤ ‖PrX − PrY‖+ w(w − 1)q
2N ,

where the last inequality follows from Lemma 3.

3.2 Pseudorandomness of Variable Width XOR of WOR Sample
Theorem 3. Let w1, w2, . . . , wc ≥ 2, σ̄ =

∑
i wi, and wmax = maxi wi. Then,

‖PrS′ − PrR′‖ ≤
(1 +

√
2)σ̄wmax
N

where R′ and S′ are defined in the Fig 3.3.
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Random Experiment for R′

1 : R′ := (R′i,j : i ∈ [q], j ∈ [wi − 1])←wrG

2 : return R′

Random Experiment for U′

1 : for 1 ≤ i ≤ q
2 : U ′i := (U ′i,1, U ′i,2, . . . , U ′i,wi−1)←worG \ {0}
3 : return U′ := (U ′i,j : i ∈ [q], j ∈ [wi − 1])

Random Experiment for S′

1 : T′ := (T ′i,j : i ∈ [q], j ∈ [wi])←worG

2 : for 1 ≤ i ≤ q
3 : for 1 ≤ j ≤ wi − 1
4 : S′i,j = T ′i,j − T ′i,wi

5 : return S′ := (S′i,j : i ∈ [q], j ∈ [wi − 1])

Figure 3.3: Description of sampling methods of random variables R′, S′ and U′ for variable
widths w1, . . . , wq.

Proof. Proof of Theorem 3 is almost same as the proof of Theorem 2. So, here we only outline
their main differences. Proof of Theorem 2 is split into two total variation computations (due
to triangle inequality). Likewise, here we have ‖PrS′−PrR′‖ ≤ ‖PrU′−PrR′‖+‖PrS′−PrU′‖.
Similar to Lemma 3, we have ‖PrU′ − PrR′‖ ≤ σ̄wmax

N . Now, to bound the other term, we
consider the extended random vectors X′ and Y′ in exactly the same way.

Random Experiment for X′

1 : T′ = (T ′i,j : i ∈ [q], j ∈ [wi])←worG

2 : for 1 ≤ i ≤ q
3 : for 1 ≤ j ≤ wi − 1
4 : S′i,j = T ′i,j − T ′i,wi

5 : X ′i = (S′i,1, . . . , S′i,wi−1, T
′
i,wi

)
6 : S′i = (S′i,1, . . . , S′i,wi−1)
7 : return X′ := (X ′1, . . . , X ′q)

Random Experiment for Y′

1 : initialize S0 = G

2 : for 1 ≤ i ≤ q
3 : U ′i := (U ′i,1, U ′i,2, . . . , U ′i,wi−1)←worG \ {0}
4 : Ni = {v ∈ Si−1 : v + U ′i,j ∈ Si−1, ∀j ∈ [wi − 1]}
5 : if Ni 6= ∅ then V ′i,wi

←wrNi else V ′i,wi
= 0

6 : Y ′i = (U ′i,1, U ′i,2, . . . , U ′i,wi−1, V
′
i,wi

)
7 : Si = G \

(
{V ′i′,j := U ′i′,j + V ′i′,wi

: i′ ∈ [i], j ∈ [wi − 1]}

∪ {V ′1,w1 , . . . , V
′
i,wi
}
)

8 : return Y′ := (Y ′1 , . . . , Y ′q )

Figure 3.4: X’ and Y’ are extended random variables of S′ and U′ respectively. These are
similarly defined as in the fixed width case

Let r =
∑i−1
j=1 wj . Following identical argument we get (analogous to (11)) the following.

Ex[χ2(X ′i−1)] ≤ w2
i ×

(N − 1)wi−1

(N − r)wi
×
(

1− (N − r)wi

Nwi

)
(12)

As in (11), second term in the r.h.s. of (12) can be bounded, using Lemma 1, by 4
N ; and
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the third term can be bounded, using Lemma 2, by 2rwi

N . Therefore,

‖PrX′ − PrY′‖ ≤

(
1
2

c∑
i=1

Ex[χ2(X ′i−1)]
) 1

2

≤

(
c∑
i=1

4w3
i

∑i−1
j=1 wj

N2

) 1
2

≤

(
c∑
i=1

2w2
max(2wi

∑i−1
j=1 wj)

N2

) 1
2

=
√

2wmax
N

∑
i 6=j

wiwj

 1
2

=
√

2σ̄wmax
N

, since σ̄ =
∑
i

wi.

Finally, we have

‖PrS′ − PrR′‖ ≤ ‖PrS′ − PrU′‖+ ‖PrU′ − PrR′‖

≤ ‖PrX′ − PrY′‖+ w(w − 1)q
2N .

Hence, the theorem follows.

3.3 On the Tightness of Our Bounds: An Attack on XORP
Here, we briefly describe a distinguisher (adversary A) to show tightness of our bounds.
Let x1, . . . , xq be distinct queries made by A. For every i ∈ [q], let Zi = (Zi,1, . . . , Zi,w−1)
be the response of the i-th query. Also, let Zi, i ∈ [q], be distributed according to the
distributions Pr0 and Pr1 in the real and the ideal world respectively. Finally, A returns 1
if one of the following holds;

1. Zi,j = 0 for some j,

2. for some i ∈ [q], j 6= j′ ∈ [w − 1], Zi,j = Zi,j′ .

As we have observed before, A never returns 1 while interacting in the real world. So,
Pr0(A → 1) = 0. In the ideal world, however, Zi,j ’s are all uniformly and independently
distributed. Therefore, Pr1(A → 1) ≈ q

N + q(w−1)(w−2)
N . Thus, Advprf

f (A) ≈ q
N +

q(w−1)(w−2)
N .

3.4 Proof of Lemma 4
Let r, w,N be a positive integers such that r < N , and w ≥ 2. Let G be a group of size
N , and Vr be a random r-set in G.

Definition 3. Let b := (b1, . . . , bw−1) ∈ (G \ {0})w−1 (i.e., bi’s are nonzero distinct
elements), we associate a random variable Nb

r defined as the size of the following set

Nb := {g ∈Vr : g + bi ∈Vr for all i ∈ [w − 1]}.
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Now, we restate and prove Lemma 4.

Lemma 4. For every b ∈ (G \ {0})w−1, we have

Ex[Nb
r] = rw

(N − 1)w−1

Var[Nb
r] ≤ w2 × rw

(N − 1)w−1 ×
(
1− rw

Nw

)
.

When (G,+) = ({0, 1}n,⊕) and w = 2 we have

Var[Nb
r] ≤ min

{
2r(r − 1)
N − 1 ,

2(N − r)(N − r − 1)
N − 1

}
.

Remark 1. Note that the upper bound on Var[Nb
r] for the special case (G,+) = ({0, 1}n,⊕)

and w = 2, is better than the upper bound given by the general case.
Proof. We represent Nb

r as a sum of indicator random variables; this will be useful to
compute its expectation and variance. We write

Nb
r =

∑
g∈G

Ig, (13)

where the indicator random variable Ig is defined as

Ig =
{

1 if g + b1, . . . , g + bw−1, g ∈Vr,

0 otherwise.

We note that g+b1, . . . , g+bw−1 and g are all w distinct elements ofG since bi’s are nonzero
distinct elements. So, the number of r-sets that contain the w elements g+b1, . . . , g+bw−1, g
is exactly

(
N−w
r−w

)
. Thus,

Ex[Ig] = Pr[{g + b1, . . . , g + bw−1, g} ⊆Vr]

=
(
N−w
r−w

)(
N
r

)
= rw

Nw
. (14)

By using the linearity of expectation, we have

Ex[Nb
r] =

∑
g

Ex[Ig] =
∑
g∈G

rw

Nw
= rw

(N − 1)w−1 .

Now, we compute the variance using the following relation.

Var[
∑
g

Ig] =
∑
g

Var[Ig] +
∑
g 6=g′

Cov(Ig, Ig′).

For the sake of notational simplicity, we denote the set {g + b1, . . . , g + bw−1, g} as Sg for
every g ∈ G. In (14), we have shown that Ex[Ig] = rw

Nw . As Ig is a 0− 1 random variable,
Ex[I2

g] = Ex[Ig]. Thus,

Var[Ig] = Ex[I2
g]−Ex[Ig]2

= Ex[Ig](1−Ex[Ig])

= rw

Nw
×
(

1− rw

Nw

)
(15)
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Now, we compute the covariance term. Note that IgIg′ = 1 if and only if Sg ∪Sg′ ⊆Vr.
So,

Ex[IgIg′ ] = Pr[Sg ∪Sg′ ⊆Vr]

= rw
′

Nw′
,

where w′ is size of the set Sg ∪ Sg′ . We compute the covariance term in two cases for
g 6= g′.

Case Sg ∩Sg′ = ∅. In this case, the size of the set Sg ∪Sg′ is w′ = 2w. So,

Cov(Ig, Ig′) = Ex[IgIg′ ]−Ex[Ig]Ex[Ig′ ]

= r2w

N2w −
(
rw

Nw

)2

= rw

Nw
×
(

(r − w)w

(N − w)w −
rw

Nw

)
< 0. (16)

Case Sg ∩Sg′ 6= ∅. In this case, the size of the set Sg ∪Sg′ is w ≤ w′ < 2w. So,

Cov(Ig, Ig′) = Ex[IgIg′ ]−Ex[Ig]Ex[Ig′ ]

= rw
′

Nw′
−
(
rw

Nw

)2

= rw

Nw
×

(
(r − w)w

′−w

(N − w)w′−w
− rw

Nw

)

≤ rw

Nw
×
(

1− rw

Nw

)
. (17)

The number of choices of pairs (g, g′) with g 6= g′ such that this case holds is at most
(w2 − 1)N . This is easy to see, since, for every g, number of g′ is at most w2 − 1. By
adding (15), (16), (17) we obtain

Var[
∑
g

Ig] ≤ w2 × rw

(N − 1)w−1 ×
(

1− rw

Nw

)
.

To prove the specific case, let us assume that our group is {0, 1}n with bit-wise xor
(⊕) as addition and w = 2. Then, for g 6= g′, Sg = {g, g + b1} intersects Sg′ = {g′, g′ + b1}
if and only if g ⊕ g′ = b1. So, the number of choices of pairs (g, g′) with g 6= g′ such
that this case holds is exactly N . Thus, the sum of the covariance terms is at most
r(r−1)
(N−1) ×

(
1− r(r−1)

N(N−1)

)
. Similarly, the sum of the variance term has been shown to be at

most r(r−1)
(N−1) ×

(
1− r(r−1)

N(N−1)

)
. So,

Var[
∑
g

Ig] ≤
∑
g

Var[Ig] +
∑

(g,g′)

Cov(Ig, Ig′)

≤ 2r(r − 1)
(N − 1) ×

(
1− r(r − 1)

N(N − 1)

)
≤ 2r(r − 1)

(N − 1) (18)
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Therefore, it remains to show that Var[
∑
g Ig] ≤ 2(N−r)(N−r−1)

(N−1) . Note that Vc
r := G \Vr

is a random (N − r)-set.
By definition, Nb

r is the size of the set

Nb
r := {g ∈Vr : g ⊕ b1 ∈Vr} = Vr ∩ (Vr ⊕ b1),

where Vr ⊕ b1 is the set {g⊕ b1 : g ∈ G}. So, N −Nb
r is the size of the set Vc

r ∪ (Vr ⊕ b1)c.
It is easy to see that (Vr ⊕ b1)c = {g ∈ G : g ⊕ bi ∈Vc

r }, and hence, N −Nb
r is same as

Nb
N−r. So, we can apply (18) and the fact that Var[N −Nb

r] = Var[Nb
r]. This completes

the proof of the lemma.

4 Application of Our Theorems
As an immediate application of Theorem 2 we provide PRF-security analysis of the
construction XORPeK [w] : {0, 1}n−s → {0, 1}n(w−1) based on an n-bit blockcipher (i.e.,
pseudorandom permutation) eK , where s = dlog2(w + 1)e < n (the last inequality is
ensured by restricting the width parameter w). The construction is defined as

XORPeK [w](x) =
∥∥w−1
i=1

(
eK(x‖〈0〉s)⊕ eK(x‖〈i〉s)

)
, for all x ∈ {0, 1}n−s (19)

Here 〈i〉s is the s-bit representation of i. It is called XOR construction or more specifically,
fixed-length-output XOR construction. In the following corollary, we state PRF-security
of the construction.

Corollary 1. Let eK be a blockcipher over {0, 1}n with a randomly chosen key K. For
any adversary A making at most q queries to XORPeK [w] or to the random function
RF(n−s)→n(w−1), there is an adversary B making at most qw queries to eK or to the
random permutation RPn such that

Advprf
XORPeK [w](A) ≤ Advprp

eK
(B) + (1 +

√
2)qw2

N
.

Proof. By using the standard hybrid technique, we can show the existence of adversaries
B and C such that

Advprf
XORPeK [w](A) ≤ Advprp

eK
(B) + Advprf

XORPRPn [w](C).

Without loss of generality, we can assume that C makes q distinct queries. So the
probability distributions of q outputs of XORPRPn [w] is same as the distribution of S of
Theorem 2 in which G = {0, 1}n and the group operation is the bit-wise xor (⊕). As in
Theorem 2, let R denote the output vector of a random function. Hence, the PRF-advantage
Advprf

XORPRPn [w](C) is bounded by the total variation between output distribution of XORP
(same as that of S) and random outputs (i.e. R). Our corollary follows from the upper
bound of ‖PrS − PrR‖ given in Theorem 2.

The above construction returns a fixed length output. A generalization of the con-
struction takes the value of width w as an input and returns (w − 1)n bits output.
More formally, we define an arbitrary width construction XORPeK [∗] over the domain
M := {0, 1}n−s × {2, 3, . . . , 2s − 1}, where s = dlog2(w + 1)e. Given an input (x,w) ∈M

we define

XORPeK [∗](x,w) = XORPeK [w](x) =
∥∥w
i=1(eK(x‖〈0〉s)⊕ eK(x‖〈i〉s)). (20)

A similar corollary can be derived for an arbitrary width construction XORPeK [∗]
over the domain M. For an input (x,w) ∈ M, we call w the width input and x nonce.
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An oracle adversary A making queries to an oracle accepting inputs from M is called
nonce-respecting if A makes queries with distinct nonces. Let RF[∗] denote the random
function which is sampled from the set of all functions from M to ∪2s−2

i=1 {0, 1}n(i−1) which
maps an element (x,w) to ({0, 1}n)w for every x ∈ {0, 1}n−s. So a nonce respecting
adversary A after making queries (x1, w1), . . . , (xq, wq) to RF[∗], obtains responses

R′ := (R′i,j : i ∈ [q], j ∈ [wi − 1])←wor {0, 1}n,

where σ = σ̄ − q and σ̄ =
∑
i wi. Then, by using the standard hybrid argument and

Theorem 3, we obtain the following corollary in the same way as Corollary 1.

Corollary 2. For any nonce-respecting adversary A making at most q queries with widths
w1, . . . , wq to XORPeK [∗] or to the random function RF[∗], there is an adversary B making
at most σ̄ queries to eK or to the random permutation RPn such that

Advprf
XORPeK [∗](A) ≤ Advprp

eK
(B) + (1 +

√
2)wmax × σ̄
N

where wmax denotes the maximum of w1, . . . , wq.

Note that Corollary 1 follows from this result by setting wi = w for all i.

4.1 Applications to Privacy Security of Authenticated Encryption
4.1.1 On the Security of CENC

Let eK be an n-bit block cipher. We fix the following parameters: width w, s = dlog2 we,
maximum number of blocks `max, and r = dlog2 `max/we. Let us choose the above
parameters in such a way that m = n − (r + s) > 0. Let M = M1‖ · · · ‖M` ∈ ({0, 1}n)`
and ` ≤ `max. For the simplicity let us assume that ` = `′w for some `′. Given a nonce
P ∈ {0, 1}m (which does not repeat over all queries), we define the ciphertext given by the
CENC encryption as follows:

CENCK(P,M) :=
∥∥`′−1
i=0 XORPeK [w](P‖〈i〉r)⊕ (Mwi‖ · · ·Mw(i+1)−1).

In [IMV16], the authors obtained PRF-advantage of the CENC encryption scheme. PRF-
advantage obtained by them is valid as long as σ̄(w − 1) ≤ N/67, where σ̄ denotes the
total number of blockcipher calls for all queries. We obtain similar PRF-advantage of
CENC but with a larger range of σ̄. The result is stated in the following theorem. Its
proof directly follows from Corollary 1.

Theorem 4 (PRF-security of CENC). For every nonce-respecting distinguisher A making
at most σ̄ many queries there is an adversary B making at most σ̄ many queries such that

Advprf
CENC(A) ≤ Advprp

eK
(B) + (1 +

√
2)wσ̄

N
.

4.1.2 Boosting the Security Level of AES-GCM

AES-GCM is a nonce based authenticated encryption which provides birthday bound
security [MV04]. It is very popular and CAESAR competition [CAE] for authenticated
encryption is aimed to get constructions having advantages over AES-GCM. Here, we
provide a simple modification of AES-GCM which provides higher security.

For the sake of simplicity, we only describe the basic structure of AES-GCM which only
processes messages without considering associated data. The analysis can be extended
to associated data also. Given a nonce P ∈ {0, 1}n−s and message M = (m1, . . . ,m`) ∈
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{0, 1}n`, we define ci = mi ⊕ eK(P‖〈i〉s), where s is an integer such that for the longest
message ` ≤ 2s−1. Due to the PRP-PRF switching lemma the PRF-security of AES-GCM
is the birthday security. A simple security boosting can be done by adding one more
output of the block cipher to every ciphertext. This is structurally same as CENC except
that we do not use any fixed width. In other words, it is a variable width encryption.
More formally, we define the modified AES-GCM encryption algorithm, denoted as mGCM,
as follows. Let π be the underlying random permutation and H be a hash key chosen
uniformly at random from {0, 1}n. Let M = (m1, . . . ,m`) be an `-block message. We
compute ciphertext C = (c1, . . . , c`) and tag T of mGCM as follows.

1. For i = 1 to `,
ci = mi ⊕ eK(P‖〈i〉s)⊕ eK(P‖〈s− 1〉s).

2. Compute tag

T = (H`c1 ⊕ · · · ⊕Hc`)⊕ eK(P‖〈0〉s)⊕ eK(P‖〈s− 1〉s).

As an application of Corollary 2, we have the following result on the PRF-security of
mGCM (an integrity security will also follow directly from the Carter-Wegman [WC81,
CW79] message authentication security analysis).

Theorem 5 (PRF-security of mGCM). For every nonce-respecting distinguisher A making
at most σ̄ many queries, where the longest query has block length `max, there is an adversary
B making at most σ̄ many queries such that

Advprf
mGCM(A) ≤ Advprp

eK
(B) + (1 +

√
2)`maxσ̄
N

.

5 Conclusion
In this work, we have revisited the problem of generating PRFs from PRPs with beyond
birthday security. We have applied the recently introduced χ2 method to obtain an optimal
bound on the PRF-security of a general case of the sum of random permutations problem.
As an application, we have re-established the PRF-security of the CENC encryption and
a variant of the GCM authenticated encryption. Moreover, our bounds hold for a larger
choice of parameters.

We feel that the proofs of our main results are more transparent than the existing proofs
found in the literature. We also feel that the χ2 method has potential for applications into
similar types of problems and is worth further consideration and investigation.
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