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## Basic Problem:

- Let $\mathscr{G}$ be a set of size $N$.
- Given a without replacement (WOR) random sample of size $\bar{\sigma}$ from $\mathscr{G}$
- Goal is to generate a pseudorandom sample of size $\sigma$.
- The original sample (with $\sigma=\bar{\sigma}$ ) ?
- Distance between a random WOR sample and a random WR sample $\approx \frac{\sigma(\sigma-1)}{2 N}$.
Can we generate a pseudorandom sample for which the total variation distance becomes negligible even for $\sigma>\sqrt{N}$ ?
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## Theorem (Pseudorandomness of S)

$$
\left\|S^{\sigma}-R^{\sigma}\right\| \leq \frac{\sqrt{2} w^{2} q}{N}+\frac{w(w-1) q}{2 N}
$$

Bound is tight.
Moreover, when $w=2$ and $(\mathscr{G},+)=\left(\{0,1\}^{n}, \oplus\right)$, we have

$$
\left\|S^{\sigma}-R^{\sigma}\right\| \leq\left(\frac{2(N-1) q^{3}}{(N-2 q)^{4}}\right)^{\frac{1}{2}}+\frac{q}{N}
$$

Improves the result of Dai et al., 2017
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$\operatorname{CENC}_{K}(P, M):=\|_{i=0}^{\ell^{\prime}-1} \operatorname{XORP}^{e_{K}}[w]\left(P \|\langle i\rangle_{r}\right) \oplus\left(M_{w i}\|\cdots\| M_{w(i+1)-1}\right)$.


## Theorem (PRF-security of CENC)

For every nonce-respecting distinguisher $\mathscr{A}$ making at most $\bar{\sigma}$ many queries there is an adversary $\mathscr{B}$ making at most $\bar{\sigma}$ many queries such that

$$
\operatorname{Adv}_{\mathrm{CENC}}^{\mathrm{prf}}(\mathscr{A}) \leq \mathbf{A d v}_{e_{K}}^{\mathrm{prp}}(\mathscr{B})+\frac{(1+\sqrt{2}) w \bar{\sigma}}{N}
$$

Improvement over the query range $w \bar{\sigma} \leq \frac{N}{67}$ in Iwata et al., 2016
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1 Compute ciphertext $C=\left(c_{1}, \ldots, c_{\ell}\right)$

$$
c_{i}=m_{i} \oplus e_{K}\left(P \|\langle i\rangle_{s}\right) \oplus e_{K}\left(P \|\langle s-1\rangle_{s}\right) .
$$

2 Compute tag $T$

$$
T=\left(H^{\ell} c_{1} \oplus \cdots \oplus H c_{\ell}\right) \oplus e_{K}\left(P \|\langle 0\rangle_{s}\right) \oplus e_{K}\left(P \|\langle s-1\rangle_{s}\right)
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## Theorem (PRF-security of mGCM)

For every nonce-respecting distinguisher $\mathscr{A}$ making at most $\bar{\sigma}$ many queries, where the longest query has block length $\ell_{\max }$, there is an adversary $\mathscr{B}$ making at most $\bar{\sigma}$ many queries such that
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$$

- Mirror theory provides a lower bound on $|\mathcal{S}|$.
- Implies an upper bound on $\left\|S^{\sigma}-R^{\sigma}\right\|$. (Patarin, 2010)
- Powerful in terms of implications. Optimum security for many constructions such as EDM, EWCDM etc. (Mennink and Neves, 2017)
- Quite complex. Some of the steps lack necessary details.


## $\chi^{2}$ Method

- Recently (in Crypto 2017) introduced by Dai, Hoang, and Tessaro in cryptographic context.
$\underline{\chi^{2} \text { Method }}$
- Recently (in Crypto 2017) introduced by Dai, Hoang, and Tessaro in cryptographic context.
- Full security of XORP[2].


## $\chi^{2}$ Method

- Recently (in Crypto 2017) introduced by Dai, Hoang, and Tessaro in cryptographic context.
- Full security of XORP[2].
- Improved security of EDM.


## $\underline{\chi^{2} \text { Method }}$

- Recently (in Crypto 2017) introduced by Dai, Hoang, and Tessaro in cryptographic context.
- Full security of XORP[2].
- Improved security of EDM.
- Stam (Stam, 1978) used it to show pseudorandomness of trucation of WOR samples (in statistical context).


## $\underline{\chi^{2} \text { Method }}$

- Recently (in Crypto 2017) introduced by Dai, Hoang, and Tessaro in cryptographic context.
- Full security of XORP[2].
- Improved security of EDM.
- Stam (Stam, 1978) used it to show pseudorandomness of trucation of WOR samples (in statistical context).
- Much transparent than the mirror theory.


## $\underline{\chi^{2} \text { Method }}$

- Recently (in Crypto 2017) introduced by Dai, Hoang, and Tessaro in cryptographic context.
- Full security of XORP[2].
- Improved security of EDM.
- Stam (Stam, 1978) used it to show pseudorandomness of trucation of WOR samples (in statistical context).
- Much transparent than the mirror theory.
- Seems to have potential.


## $\underline{\chi^{2} \text { Method }}$

- Recently (in Crypto 2017) introduced by Dai, Hoang, and Tessaro in cryptographic context.
- Full security of XORP[2].
- Improved security of EDM.
- Stam (Stam, 1978) used it to show pseudorandomness of trucation of WOR samples (in statistical context).
- Much transparent than the mirror theory.
- Seems to have potential.
- Full indifferentiability of the sum of multiple random permutations.(Bhattacharya and Nandi, 2018)
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$\forall i$, Support of $Y^{i}$ should contain support of $X^{i}\left(=\Omega_{i}\right)$
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## Theorem (Dai et al., 2017)

Following the notation as above and assuming that the support of $X^{i}$ is contained in the support of $Y^{i}$ for every $i$, then

$$
\left\|\operatorname{Pr}_{X}-\operatorname{Pr}_{Y}\right\| \leq\left(\frac{1}{2} \sum_{i=1}^{q} \mathbf{E x}\left[\chi^{2}\left(X^{i-1}\right)\right]\right)^{\frac{1}{2}}
$$

Ingradients:
1 Pinsker's inequality.
2 chain rule of Kullback-Leibler divergence (KL divergence).
3 Jensen's inequality.
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Random Experiment for U
for $1 \leq i \leq q$
$U_{i}:=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}\right) \leftarrow$ wor $\mathscr{G} \backslash\{0\}$
$\operatorname{return} \cup:=\left(U_{i, j}: i \in[q], j \in[w-1]\right)$

- By triangle inequality

$$
\left\|\operatorname{Pr}_{\mathrm{S}}-\operatorname{Pr}_{\mathrm{R}}\right\| \leq\left\|\operatorname{Pr}_{\mathrm{S}}-\operatorname{Pr}_{\mathrm{U}}\right\|+\left\|\operatorname{Pr}_{\mathrm{U}}-\operatorname{Pr}_{\mathrm{R}}\right\| \leq \frac{w(w-1) q}{2 N}
$$

- Consider an intermediate distribution U


## Random Experiment for $U$

$$
\begin{aligned}
& \text { for } 1 \leq i \leq q \\
& U_{i}:=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}\right) \leftarrow \text { wor } \mathscr{G} \backslash\{0\} \\
& \text { return } U:=\left(U_{i, j}: i \in[q], j \in[w-1]\right)
\end{aligned}
$$

- By triangle inequality

$$
\left\|\operatorname{Pr}_{\mathrm{S}}-\operatorname{Pr}_{\mathrm{R}}\right\| \leq\left\|\operatorname{Pr}_{\mathrm{S}}-\operatorname{Pr}_{\mathrm{U}}\right\|+\left\|\operatorname{Pr}_{\mathrm{U}}-\operatorname{Pr}_{\mathrm{R}}\right\| \leq \frac{w(w-1) q}{2 N}
$$

- U is identical with R until
- Consider an intermediate distribution U


## Random Experiment for $U$

$$
\text { for } 1 \leq i \leq q
$$

$$
U_{i}:=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}\right) \leftarrow \text { wor } \mathscr{G} \backslash\{0\}
$$

$$
\operatorname{return} \cup:=\left(U_{i, j}: i \in[q], j \in[w-1]\right)
$$

- By triangle inequality

$$
\left\|\operatorname{Pr}_{\mathrm{S}}-\operatorname{Pr}_{\mathrm{R}}\right\| \leq\left\|\operatorname{Pr}_{\mathrm{S}}-\operatorname{Pr}_{\mathrm{U}}\right\|+\left\|\operatorname{Pr}_{\mathrm{U}}-\operatorname{Pr}_{\mathrm{R}}\right\| \leq \frac{w(w-1) q}{2 N}
$$

- U is identical with R until

1 for some $i, j, R_{i, j}=0$.

- Consider an intermediate distribution U


## Random Experiment for $U$

$$
\begin{aligned}
& \text { for } 1 \leq i \leq q \\
& U_{i}:=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}\right) \leftarrow \text { wor } \mathscr{G} \backslash\{0\} \\
& \text { return } U:=\left(U_{i, j}: i \in[q], j \in[w-1]\right)
\end{aligned}
$$

- By triangle inequality

$$
\left\|\operatorname{Pr}_{\mathrm{S}}-\operatorname{Pr}_{\mathrm{R}}\right\| \leq\left\|\operatorname{Pr}_{\mathrm{S}}-\operatorname{Pr}_{\mathrm{U}}\right\|+\left\|\operatorname{Pr}_{\mathrm{U}}-\operatorname{Pr}_{\mathrm{R}}\right\| \leq \frac{w(w-1) q}{2 N}
$$

- U is identical with R until

1 for some $i, j, R_{i, j}=0$.
2 for some $1 \leq i \leq q, 1 \leq j \neq j^{\prime} \leq w-1, R_{i, j}=R_{i, j^{\prime}}$.

- Consider an intermediate distribution U


## Random Experiment for $U$

$$
\begin{aligned}
& \text { for } 1 \leq i \leq q \\
& U_{i}:=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}\right) \leftarrow \text { wor } \mathscr{G} \backslash\{0\} \\
& \text { return } U:=\left(U_{i, j}: i \in[q], j \in[w-1]\right)
\end{aligned}
$$

- By triangle inequality

$$
\left\|\operatorname{Pr}_{\mathrm{S}}-\operatorname{Pr}_{\mathrm{R}}\right\| \leq\left\|\operatorname{Pr}_{\mathrm{S}}-\operatorname{Pr}_{\mathrm{U}}\right\|+\left\|\operatorname{Pr}_{\mathrm{U}}-\operatorname{Pr}_{\mathrm{R}}\right\| \leq \frac{w(w-1) q}{2 N}
$$

- U is identical with R until

1 for some $i, j, R_{i, j}=0$. Probability $\leq \frac{q(w-1)}{N}$.
2 for some $1 \leq i \leq q, 1 \leq j \neq j^{\prime} \leq w-1, R_{i, j}=R_{i, j^{\prime}}$.

- Consider an intermediate distribution U


## Random Experiment for $U$

$$
\begin{aligned}
& \text { for } 1 \leq i \leq q \\
& U_{i}:=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}\right) \leftarrow \text { wor } \mathscr{G} \backslash\{0\} \\
& \text { return } U:=\left(U_{i, j}: i \in[q], j \in[w-1]\right)
\end{aligned}
$$

- By triangle inequality

$$
\left\|\operatorname{Pr}_{\mathrm{S}}-\operatorname{Pr}_{\mathrm{R}}\right\| \leq\left\|\operatorname{Pr}_{\mathrm{S}}-\operatorname{Pr}_{\mathrm{U}}\right\|+\left\|\operatorname{Pr}_{\mathrm{U}}-\operatorname{Pr}_{\mathrm{R}}\right\| \quad \leq \frac{w(w-1) q}{2 N}
$$

- U is identical with R until

1 for some $i, j, R_{i, j}=0$. Probability $\leq \frac{q(w-1)}{N}$.
2 for some $1 \leq i \leq q, 1 \leq j \neq j^{\prime} \leq w-1, R_{i, j}=R_{i, j^{\prime}}$. Probability $\leq q \times \frac{(w-1)(w-2)}{2 N}$.

- Consider an intermediate distribution U


## Random Experiment for $U$

$$
\begin{aligned}
& \text { for } 1 \leq i \leq q \\
& U_{i}:=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}\right) \leftarrow \text { wor } \mathscr{G} \backslash\{0\} \\
& \text { return } U:=\left(U_{i, j}: i \in[q], j \in[w-1]\right)
\end{aligned}
$$

- By triangle inequality

$$
\left\|\operatorname{Pr}_{\mathrm{S}}-\operatorname{Pr}_{\mathrm{R}}\right\| \leq\left\|\operatorname{Pr}_{\mathrm{S}}-\operatorname{Pr}_{\mathrm{U}}\right\|+\left\|\operatorname{Pr}_{\mathrm{U}}-\operatorname{Pr}_{\mathrm{R}}\right\| \quad \leq \frac{w(w-1) q}{2 N}
$$

- U is identical with R until

1 for some $i, j, R_{i, j}=0$. Probability $\leq \frac{q(w-1)}{N}$.
2 for some $1 \leq i \leq q, 1 \leq j \neq j^{\prime} \leq w-1, R_{i, j}^{N}=R_{i, j^{\prime}}$. Probability $\leq q \times \frac{(w-1)(w-2)}{2 N}$.

- $\left\|\operatorname{Pr}_{S}-\operatorname{Pr}_{U}\right\|$ ?
- Consider an intermediate distribution U


## Random Experiment for $U$

$$
\begin{aligned}
& \text { for } 1 \leq i \leq q \\
& U_{i}:=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}\right) \leftarrow \text { wor } \mathscr{G} \backslash\{0\} \\
& \text { return } U:=\left(U_{i, j}: i \in[q], j \in[w-1]\right)
\end{aligned}
$$

- By triangle inequality

$$
\left\|\operatorname{Pr}_{\mathrm{S}}-\operatorname{Pr}_{\mathrm{R}}\right\| \leq\left\|\operatorname{Pr}_{\mathrm{S}}-\operatorname{Pr}_{\mathrm{U}}\right\|+\left\|\operatorname{Pr}_{\mathrm{U}}-\operatorname{Pr}_{\mathrm{R}}\right\| \quad \leq \frac{w(w-1) q}{2 N}
$$

- U is identical with R until

1 for some $i, j, R_{i, j}=0$. Probability $\leq \frac{q(w-1)}{N}$.
2 for some $1 \leq i \leq q, 1 \leq j \neq j^{\prime} \leq w-1, R_{i, j}^{N}=R_{i, j^{\prime}}$. Probability $\leq q \times \frac{(w-1)(w-2)}{2 N}$.

- $\left\|\operatorname{Pr}_{S}-\operatorname{Pr}_{U}\right\|$ ?
- $\chi^{2}$ method.
- Extend $S$ to $X$ ( $S$ is marginal random variables of $X$.)
- Extend $S$ to $X$ ( $S$ is marginal random variables of $X$.)


## Random Experiment for X

$$
\begin{aligned}
& \mathrm{T}=\left(T_{i, j}: i \in[q], j \in[w]\right) \leftarrow \text { wor } \mathscr{G} \\
& \text { for } 1 \leq i \leq q \\
& \text { for } 1 \leq j \leq w-1 \\
& S_{i, j}=T_{i, j}-T_{i, w} \\
& X_{i}=\left(S_{i, 1}, \ldots, S_{i, w-1}, T_{i, w}\right) \\
& S_{i}=\left(S_{i, 1}, \ldots, S_{i, w-1}\right) \\
& \text { return X:= }\left(X_{1}, \ldots, X_{q}\right)
\end{aligned}
$$

- Extend $S$ to $X$ ( $S$ is marginal random variables of $X$.)


## Random Experiment for X

$$
\begin{aligned}
& \mathrm{T}=\left(T_{i, j}: i \in[q], j \in[w]\right) \leftarrow \text { wor } \mathscr{G} \\
& \text { for } 1 \leq i \leq q \\
& \text { for } 1 \leq j \leq w-1 \\
& S_{i, j}=T_{i, j}-T_{i, w} \\
& X_{i}=\left(S_{i, 1}, \ldots, S_{i, w-1}, T_{i, w}\right) \\
& S_{i}=\left(S_{i, 1}, \ldots, S_{i, w-1}\right) \\
& \text { return X:= }\left(X_{1}, \ldots, X_{q}\right)
\end{aligned}
$$

- $\rho: \mathscr{G}^{w} \mapsto \mathscr{G}^{w}, \rho\left(z_{1}, \ldots, z_{w}\right)=\left(z_{1}+z_{w}, \ldots, z_{w-1}+z_{w}, z_{w}\right)$ is a permutation.
- Extend $S$ to $X$ ( $S$ is marginal random variables of $X$.)


## Random Experiment for X

$$
\begin{aligned}
& \mathrm{T}=\left(T_{i, j}: i \in[q], j \in[w]\right) \leftarrow \text { wor } \mathscr{G} \\
& \text { for } 1 \leq i \leq q \\
& \text { for } 1 \leq j \leq w-1 \\
& S_{i, j}=T_{i, j}-T_{i, w} \\
& X_{i}=\left(S_{i, 1}, \ldots, S_{i, w-1}, T_{i, w}\right) \\
& S_{i}=\left(S_{i, 1}, \ldots, S_{i, w-1}\right) \\
& \text { return X:= }\left(X_{1}, \ldots, X_{q}\right)
\end{aligned}
$$

- $\rho: \mathscr{G}^{w} \mapsto \mathscr{G}^{w}, \rho\left(z_{1}, \ldots, z_{w}\right)=\left(z_{1}+z_{w}, \ldots, z_{w-1}+z_{w}, z_{w}\right)$ is a permutation.
- $\rho\left(X_{i}\right)=T_{i}$
- Extend $S$ to $X$ ( $S$ is marginal random variables of $X$.)


## Random Experiment for X

$$
\begin{aligned}
& \mathrm{T}=\left(T_{i, j}: i \in[q], j \in[w]\right) \leftarrow \text { wor } \mathscr{G} \\
& \text { for } 1 \leq i \leq q \\
& \text { for } 1 \leq j \leq w-1 \\
& S_{i, j}=T_{i, j}-T_{i, w} \\
& X_{i}=\left(S_{i, 1}, \ldots, S_{i, w-1}, T_{i, w}\right) \\
& S_{i}=\left(S_{i, 1}, \ldots, S_{i, w-1}\right) \\
& \text { return X:= }\left(X_{1}, \ldots, X_{q}\right)
\end{aligned}
$$

- $\rho: \mathscr{G}^{w} \mapsto \mathscr{G}^{w}, \rho\left(z_{1}, \ldots, z_{w}\right)=\left(z_{1}+z_{w}, \ldots, z_{w-1}+z_{w}, z_{w}\right)$ is a permutation.
- $\rho\left(X_{i}\right)=T_{i}, \rho^{*}\left(X^{i}\right):=\left(\rho\left(X_{1}\right), \ldots, \rho\left(X_{i}\right)\right)=\left(T_{1}, \ldots, T_{i}\right)=T^{i}$
- $\operatorname{Pr}_{\mathrm{X}}\left(x_{i} \mid x^{i-1}\right) \stackrel{\text { def }}{=} \operatorname{Pr}\left[X_{i}=x_{i} \mid X^{i-1}=x^{i-1}\right]$
- Extend $S$ to $X$ ( $S$ is marginal random variables of $X$.)


## Random Experiment for X

$$
\begin{aligned}
& \mathrm{T}=\left(T_{i, j}: i \in[q], j \in[w]\right) \leftarrow \text { wor } \mathscr{G} \\
& \text { for } 1 \leq i \leq q \\
& \text { for } 1 \leq j \leq w-1 \\
& S_{i, j}=T_{i, j}-T_{i, w} \\
& X_{i}=\left(S_{i, 1}, \ldots, S_{i, w-1}, T_{i, w}\right) \\
& S_{i}=\left(S_{i, 1}, \ldots, S_{i, w-1}\right) \\
& \text { return X:= }\left(X_{1}, \ldots, X_{q}\right)
\end{aligned}
$$

- $\rho: \mathscr{G}^{w} \mapsto \mathscr{G}^{w}, \rho\left(z_{1}, \ldots, z_{w}\right)=\left(z_{1}+z_{w}, \ldots, z_{w-1}+z_{w}, z_{w}\right)$ is a permutation.
- $\rho\left(X_{i}\right)=T_{i}, \rho^{*}\left(X^{i}\right):=\left(\rho\left(X_{1}\right), \ldots, \rho\left(X_{i}\right)\right)=\left(T_{1}, \ldots, T_{i}\right)=T^{i}$
- $\operatorname{Pr}_{\mathrm{X}}\left(x_{i} \mid x^{i-1}\right) \stackrel{\text { def }}{=} \operatorname{Pr}\left[X_{i}=x_{i} \mid X^{i-1}=x^{i-1}\right]=\operatorname{Pr}\left[T_{i}=a_{i} \mid T^{i-1}=a^{i-1}\right]=$ $\frac{1}{(N-(i-1) w) \underline{w}}$.
- Extend $S$ to $X$ ( $S$ is marginal random variables of $X$.)


## Random Experiment for X

$$
\begin{aligned}
& \mathrm{T}=\left(T_{i, j}: i \in[q], j \in[w]\right) \leftarrow \text { wor } \mathscr{G} \\
& \text { for } 1 \leq i \leq q \\
& \text { for } 1 \leq j \leq w-1 \\
& S_{i, j}=T_{i, j}-T_{i, w} \\
& X_{i}=\left(S_{i, 1}, \ldots, S_{i, w-1}, T_{i, w}\right) \\
& S_{i}=\left(S_{i, 1}, \ldots, S_{i, w-1}\right) \\
& \text { return X:= }\left(X_{1}, \ldots, X_{q}\right)
\end{aligned}
$$

- $\rho: \mathscr{G}^{w} \mapsto \mathscr{G}^{w}, \rho\left(z_{1}, \ldots, z_{w}\right)=\left(z_{1}+z_{w}, \ldots, z_{w-1}+z_{w}, z_{w}\right)$ is a permutation.
- $\rho\left(X_{i}\right)=T_{i}, \rho^{*}\left(X^{i}\right):=\left(\rho\left(X_{1}\right), \ldots, \rho\left(X_{i}\right)\right)=\left(T_{1}, \ldots, T_{i}\right)=T^{i}$
- $\operatorname{Pr}_{\mathrm{X}}\left(x_{i} \mid x^{i-1}\right) \stackrel{\text { def }}{=} \operatorname{Pr}\left[X_{i}=x_{i} \mid X^{i-1}=x^{i-1}\right]=\operatorname{Pr}\left[T_{i}=a_{i} \mid T^{i-1}=a^{i-1}\right]=$ $\frac{1}{(N-(i-1) w)^{\underline{w}}}$.

$$
\rho\left(x_{i}\right)=a_{i} \quad \rho^{*}\left(x^{i-1}\right)=a^{i-1}
$$

- Extend U to Y ( U is marginal random variable of Y.$)$
- Extend $U$ to $Y$ ( $U$ is marginal random variable of $Y$.)

Random Experiment for Y

$$
\begin{aligned}
& \text { initialize } \mathcal{S}_{0}=\mathscr{G} \\
& \text { for } 1 \leq i \leq q \\
& U_{i}:=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}\right) \leftarrow \text { wor } \mathscr{G} \backslash\{0\} \\
& \mathscr{N}_{i}=\left\{v \in \mathcal{S}_{i-1}: v+U_{i, j} \in \mathcal{S}_{i-1}, \forall j \in[w-1]\right\} \\
& \text { if } \mathscr{N}_{i} \neq \varnothing \text { then } V_{i, w} \leftarrow \text { wr } \mathscr{N}_{i} \text { else } V_{i, w}=0 \\
& Y_{i}=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}, V_{i, w}\right) \\
& \mathcal{S}_{i}=\mathscr{G} \backslash\left(\left\{V_{i^{\prime}, j}:=U_{i^{\prime}, j}+V_{i^{\prime}, w}: i^{\prime} \in[i], j \in[w-1]\right\} \cup\left\{V_{1, w}, \ldots, V_{i, w}\right\}\right) \\
& \text { return } Y:=\left(Y_{1}, \ldots, Y_{q}\right)
\end{aligned}
$$

- Extend $U$ to $Y(U$ is marginal random variable of $Y$.)

Random Experiment for Y

$$
\begin{aligned}
& \text { initialize } \mathcal{S}_{0}=\mathscr{G} \\
& \text { for } 1 \leq i \leq q \\
& U_{i}:=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}\right) \leftarrow \text { wor } \mathscr{G} \backslash\{0\} \\
& \mathcal{N}_{i}=\left\{v \in \mathcal{S}_{i-1}: v+U_{i, j} \in \mathcal{S}_{i-1}, \forall j \in[w-1]\right\} \\
& \text { if } \mathcal{N}_{i} \neq \varnothing \text { then } V_{i, w} \text { wr } \mathscr{N}_{i} \text { else } V_{i, w}=0 \\
& Y_{i}=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}, V_{i, w}\right) \\
& \mathcal{S}_{i}=\mathscr{G} \backslash\left(\left\{V_{i^{\prime}, j}:=U_{i^{\prime}, j}+V_{i^{\prime}, w}: i^{\prime} \in[i], j \in[w-1]\right\} \cup\left\{V_{1, w}, \ldots, V_{i, w}\right\}\right) \\
& \text { return } Y:=\left(Y_{1}, \ldots, Y_{q}\right) \\
& x^{i}:=\left(x_{1}, \ldots, x_{i}\right) \in \Omega_{i} .
\end{aligned}
$$

- Extend $U$ to $Y(U$ is marginal random variable of $Y$.)

Random Experiment for Y

$$
\begin{aligned}
& \text { initialize } \mathcal{S}_{0}=\mathscr{G} \\
& \text { for } 1 \leq i \leq q \\
& U_{i}:=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}\right) \leftarrow \text { wor } \mathscr{G} \backslash\{0\} \\
& \mathcal{N}_{i}=\left\{v \in \mathcal{S}_{i-1}: v+U_{i, j} \in \mathcal{S}_{i-1}, \forall j \in[w-1]\right\} \\
& \text { if } \mathscr{N}_{i} \neq \varnothing \text { then } V_{i, w} \leftarrow \mathrm{wr} \mathcal{N}_{i} \text { else } V_{i, w}=0 \\
& Y_{i}=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}, V_{i, w}\right) \\
& \mathcal{S}_{i}=\mathscr{G} \backslash\left(\left\{V_{i^{\prime}, j}:=U_{i^{\prime}, j}+V_{i^{\prime}, w}: i^{\prime} \in[i], j \in[w-1]\right\} \cup\left\{V_{1, w}, \ldots, V_{i, w}\right\}\right) \\
& \text { return } \mathrm{Y}:=\left(Y_{1}, \ldots, Y_{q}\right) \\
& \text { - } x^{i}:=\left(x_{1}, \ldots, x_{i}\right) \in \Omega_{i} \text {. } \\
& \text { Support of } X^{i} \text {. }
\end{aligned}
$$

- Extend $U$ to $Y$ ( $U$ is marginal random variable of $Y$.)

Random Experiment for Y

$$
\begin{aligned}
& \text { initialize } \mathcal{S}_{0}=\mathscr{G} \\
& \text { for } 1 \leq i \leq q \\
& U_{i}:=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}\right) \leftarrow \text { wor } \mathscr{G} \backslash\{0\} \\
& \mathcal{N}_{i}=\left\{v \in \mathcal{S}_{i-1}: v+U_{i, j} \in \mathcal{S}_{i-1}, \forall j \in[w-1]\right\} \\
& \text { if } \mathcal{N}_{i} \neq \varnothing \text { then } V_{i, w} \text { wwr } \mathscr{N}_{i} \text { else } V_{i, w}=0 \\
& Y_{i}=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}, V_{i, w}\right) \\
& \mathcal{S}_{i}=\mathscr{G} \backslash\left(\left\{V_{i^{\prime}, j}:=U_{i^{\prime}, j}+V_{i^{\prime}, w}: i^{\prime} \in[i], j \in[w-1]\right\} \cup\left\{V_{1, w}, \ldots, V_{i, w}\right\}\right) \\
& \text { return } Y:=\left(Y_{1}, \ldots, Y_{q}\right) \\
& \text { a } \quad \\
& x^{i}:=\left(x_{1}, \ldots, x_{i}\right) \in \Omega_{i} . u_{i}:=\left(x_{i, 1}, \ldots, x_{i, w-1}\right) .
\end{aligned}
$$

- Extend $U$ to $Y$ ( $U$ is marginal random variable of $Y$.)

Random Experiment for Y

$$
\begin{aligned}
& \text { initialize } \mathcal{S}_{0}=\mathscr{G} \\
& \text { for } 1 \leq i \leq q \\
& U_{i}:=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}\right) \leftarrow \text { wor } \mathscr{G} \backslash\{0\} \\
& \mathscr{N}_{i}=\left\{v \in \mathcal{S}_{i-1}: v+U_{i, j} \in \mathcal{S}_{i-1}, \forall j \in[w-1]\right\} \\
& \text { if } \mathscr{N}_{i} \neq \varnothing \text { then } V_{i, w} \leftarrow \text { wr } \mathscr{N}_{i} \text { else } V_{i, w}=0 \\
& Y_{i}=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}, V_{i, w}\right) \\
& \mathcal{S}_{i}=\mathscr{G} \backslash\left(\left\{V_{i^{\prime}, j}:=U_{i^{\prime}, j}+V_{i^{\prime}, w}: i^{\prime} \in[i], j \in[w-1]\right\} \cup\left\{V_{1, w}, \ldots, V_{i, w}\right\}\right) \\
& \text { return } Y:=\left(Y_{1}, \ldots, Y_{q}\right)
\end{aligned}
$$

$x^{i}:=\left(x_{1}, \ldots, x_{i}\right) \in \Omega_{i} . u_{i}:=\left(x_{i, 1}, \ldots, x_{i, w-1}\right) . x_{i}=\left(u_{i}, x_{i, w}\right)$.

- Extend U to Y ( U is marginal random variable of Y .)

Random Experiment for Y

$$
\begin{aligned}
& \text { initialize } \mathcal{S}_{0}=\mathscr{G} \\
& \text { for } 1 \leq i \leq q \\
& \quad U_{i}:=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}\right) \leftarrow \text { wor } \mathscr{G} \backslash\{0\} \\
& \mathcal{N}_{i}=\left\{v \in \mathcal{S}_{i-1}: v+U_{i, j} \in \mathcal{S}_{i-1}, \forall j \in[w-1]\right\} \\
& \text { if } \mathscr{N}_{i} \neq \varnothing \text { then } V_{i, w} \leftarrow \text { wr } \mathcal{N}_{i} \text { else } V_{i, w}=0 \\
& Y_{i}=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}, V_{i, w}\right) \\
& \mathcal{S}_{i}=\mathscr{G} \backslash\left(\left\{V_{i^{\prime}, j}:=U_{i^{\prime}, j}+V_{i^{\prime}, w}: i^{\prime} \in[i], j \in[w-1]\right\} \cup\left\{V_{1, w}, \ldots, V_{i, w}\right\}\right) \\
& \text { return } Y:=\left(Y_{1}, \ldots, Y_{q}\right)
\end{aligned}
$$

- $x^{i}:=\left(x_{1}, \ldots, x_{i}\right) \in \Omega_{i} . u_{i}:=\left(x_{i, 1}, \ldots, x_{i, w-1}\right) . x_{i}=\left(u_{i}, x_{i, w}\right)$.
$\square \forall i \in[q]$, and $\forall x^{i} \in \Omega_{i}$,
- Extend U to Y ( U is marginal random variable of Y .)

Random Experiment for Y

$$
\begin{aligned}
& \text { initialize } \mathcal{S}_{0}=\mathscr{G} \\
& \text { for } 1 \leq i \leq q \\
& \quad U_{i}:=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}\right) \leftarrow \text { wor } \mathscr{G} \backslash\{0\} \\
& \mathcal{N}_{i}=\left\{v \in \mathcal{S}_{i-1}: v+U_{i, j} \in \mathcal{S}_{i-1}, \forall j \in[w-1]\right\} \\
& \text { if } \mathcal{N}_{i} \neq \varnothing \text { then } V_{i, w} \leftarrow \text { wr } \mathcal{N}_{i} \text { else } V_{i, w}=0 \\
& Y_{i}=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}, V_{i, w}\right) \\
& \mathcal{S}_{i}=\mathscr{G} \backslash\left(\left\{V_{i^{\prime}, j}:=U_{i^{\prime}, j}+V_{i^{\prime}, w}: i^{\prime} \in[i], j \in[w-1]\right\} \cup\left\{V_{1, w}, \ldots, V_{i, w}\right\}\right) \\
& \text { return } Y:=\left(Y_{1}, \ldots, Y_{q}\right)
\end{aligned}
$$

- $x^{i}:=\left(x_{1}, \ldots, x_{i}\right) \in \Omega_{i} . u_{i}:=\left(x_{i, 1}, \ldots, x_{i, w-1}\right) . x_{i}=\left(u_{i}, x_{i, w}\right)$.
- $\forall i \in[q]$, and $\forall x^{i} \in \Omega_{i}$,

$$
\operatorname{Pr}\left(x_{i} \mid x^{i-1}\right) \stackrel{\text { def }}{=} \operatorname{Pr}\left[Y_{i}=x_{i} \mid Y^{i-1}=x^{i-1}\right]
$$

- Extend $U$ to $Y(U$ is marginal random variable of $Y$.)


## Random Experiment for Y

$$
\begin{aligned}
& \text { initialize } \mathcal{S}_{0}=\mathscr{G} \\
& \text { for } 1 \leq i \leq q \\
& \quad U_{i}:=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}\right) \leftarrow \text { wor } \mathscr{G} \backslash\{0\} \\
& \mathscr{N}_{i}=\left\{v \in \mathcal{S}_{i-1}: v+U_{i, j} \in \mathcal{S}_{i-1}, \forall j \in[w-1]\right\} \\
& \text { if } \mathscr{N}_{i} \neq \varnothing \text { then } V_{i, w} \leftarrow \text { wr } \mathscr{N}_{i} \text { else } V_{i, w}=0 \\
& Y_{i}=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}, V_{i, w}\right) \\
& \mathcal{S}_{i}=\mathscr{G} \backslash\left(\left\{V_{i^{\prime}, j}:=U_{i^{\prime}, j}+V_{i^{\prime}, w}: i^{\prime} \in[i], j \in[w-1]\right\} \cup\left\{V_{1, w}, \ldots, V_{i, w}\right\}\right) \\
& \text { return } Y:=\left(Y_{1}, \ldots, Y_{q}\right)
\end{aligned}
$$

- $x^{i}:=\left(x_{1}, \ldots, x_{i}\right) \in \Omega_{i} . u_{i}:=\left(x_{i, 1}, \ldots, x_{i, w-1}\right) . x_{i}=\left(u_{i}, x_{i, w}\right)$.
- $\forall i \in[q]$, and $\forall x^{i} \in \Omega_{i}$,

$$
\begin{aligned}
\operatorname{Pr}\left(x_{i} \mid x^{i-1}\right) & \stackrel{\text { def }}{=} \operatorname{Pr}\left[Y_{i}=x_{i} \mid Y^{i-1}=x^{i-1}\right] \\
& =\frac{1}{(N-1) \underline{w-1}} \times \frac{1}{\left|\mathcal{N}^{u_{i}}\left(x^{i-1}\right)\right|}
\end{aligned}
$$

- Extend $U$ to $Y(U$ is marginal random variable of $Y$.)


## Random Experiment for Y

$$
\begin{aligned}
& \text { initialize } \mathcal{S}_{0}=\mathscr{G} \\
& \text { for } 1 \leq i \leq q \\
& \quad U_{i}:=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}\right) \leftarrow \text { wor } \mathscr{G} \backslash\{0\} \\
& \mathcal{N}_{i}=\left\{v \in \mathcal{S}_{i-1}: v+U_{i, j} \in \mathcal{S}_{i-1}, \forall j \in[w-1]\right\} \\
& \text { if } \mathscr{N}_{i} \neq \varnothing \text { then } V_{i, w} \leftarrow \text { wr } \mathcal{N}_{i} \text { else } V_{i, w}=0 \\
& Y_{i}=\left(U_{i, 1}, U_{i, 2}, \ldots, U_{i, w-1}, V_{i, w}\right) \\
& \mathcal{S}_{i}=\mathscr{G} \backslash\left(\left\{V_{i^{\prime}, j}:=U_{i^{\prime}, j}+V_{i^{\prime}, w}: i^{\prime} \in[i], j \in[w-1]\right\} \cup\left\{V_{1, w}, \ldots, V_{i, w}\right\}\right) \\
& \text { return } Y:=\left(Y_{1}, \ldots, Y_{q}\right)
\end{aligned}
$$

- $x^{i}:=\left(x_{1}, \ldots, x_{i}\right) \in \Omega_{i} . u_{i}:=\left(x_{i, 1}, \ldots, x_{i, w-1}\right) . x_{i}=\left(u_{i}, x_{i, w}\right)$.
$\forall i \in[q]$, and $\forall x^{i} \in \Omega_{i}$,

$$
\begin{align*}
\operatorname{Pr}\left(x_{i} \mid x^{i-1}\right) & \stackrel{\text { def }}{=} \operatorname{Pr}\left[Y_{i}=x_{i} \mid Y^{i-1}=x^{i-1}\right] \\
& =\frac{1}{(N-1) \underline{w-1}} \times \frac{1}{\left|\mathcal{N}^{u_{i}}\left(x^{i-1}\right)\right|}
\end{align*}
$$

$$
\chi^{2}\left(x^{i-1}\right):=\sum_{x_{i}} \frac{\left(\operatorname{Pr}_{X}\left(x_{i} \mid x^{i-1}\right)-\operatorname{Pr}_{Y}\left(x_{i} \mid x^{i-1}\right)\right)^{2}}{\operatorname{Pr}_{Y}\left(x_{i} \mid x^{i-1}\right)}
$$

$$
\begin{aligned}
\chi^{2}\left(x^{i-1}\right) & :=\sum_{x_{i}} \frac{\left(\operatorname{Pr}_{X}\left(x_{i} \mid x^{i-1}\right)-\operatorname{Pr}\left(x_{i} \mid x^{i-1}\right)\right)^{2}}{\operatorname{Pr}_{Y}\left(x_{i} \mid x^{i-1}\right)} \\
& =\mathrm{C} \times \sum_{u_{i}}\left(\left|\mathcal{N}^{u_{i}}\left(x^{i-1}\right)\right|-\mathrm{D}\right)^{2} .
\end{aligned}
$$

$$
\begin{aligned}
\chi^{2}\left(x^{i-1}\right) & :=\sum_{x_{i}} \frac{\left(\operatorname{Pr}_{X}\left(x_{i} \mid x^{i-1}\right)-\operatorname{Pr}\left(x_{i} \mid x^{i-1}\right)\right)^{2}}{\operatorname{Pr}_{Y}\left(x_{i} \mid x^{i-1}\right)} \\
\mathrm{C}=\frac{(N-1) w-1}{\left((N-(i-1) w)^{w}\right)^{2}} & =\mathrm{C} \times \sum_{u_{i}}\left(\left|\mathcal{N}^{u_{i}}\left(x^{i-1}\right)\right|-\mathrm{D}\right)^{2} . \quad \mathrm{D}=\frac{(N-(i-1) w)^{w}}{(N-1)^{w-1}}
\end{aligned}
$$

$$
\begin{aligned}
& \chi^{2}\left(x^{i-1}\right):=\sum_{x_{i}} \frac{\left(\operatorname{Pr} \mathrm{X}\left(x_{i} \mid x^{i-1}\right)-\operatorname{Pr}\right.}{\left.\operatorname{Pr}\left(x_{i} \mid x^{i-1}\right)\right)^{2}} \\
&=\mathrm{C} \times \sum_{u_{i}}\left(\left|\mathcal{N}^{u_{i}}\left(x^{i-1}\right)\right|-\mathrm{D}\right)^{2} . \\
& \operatorname{Ex}\left[\chi^{2}\left(X^{i-1}\right)\right]=\mathrm{C} \times \sum_{u_{i}} \operatorname{Ex}\left[\left(\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|-\mathrm{D}\right)^{2}\right]
\end{aligned}
$$

$$
\begin{aligned}
\chi^{2}\left(x^{i-1}\right) & :=\sum_{x_{i}} \frac{\left(\operatorname{Pr}_{X}\left(x_{i} \mid x^{i-1}\right)-\operatorname{Pr}\left(x_{i} \mid x^{i-1}\right)\right)^{2}}{\operatorname{Pr}_{Y}\left(x_{i} \mid x^{i-1}\right)} \\
& =\mathrm{C} \times \sum_{u_{i}}\left(\left|\mathcal{N}^{u_{i}}\left(x^{i-1}\right)\right|-\mathrm{D}\right)^{2} .
\end{aligned}
$$

$$
\begin{aligned}
\operatorname{Ex}\left[\chi^{2}\left(X^{i-1}\right)\right] & =\mathrm{C} \times \sum_{u_{i}} \operatorname{Ex}\left[\left(\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|-\mathrm{D}\right)^{2}\right] \\
& =\mathrm{C} \times \sum_{u_{i}} \operatorname{Ex}\left[\left(\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|-\mathbf{E x}\left[\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|\right]\right)^{2}\right]
\end{aligned}
$$

$$
\begin{gathered}
\chi^{2}\left(x^{i-1}\right):=\sum_{x_{i}} \frac{\left(\operatorname{Pr}_{\mathrm{X}}\left(x_{i} \mid x^{i-1}\right)-\operatorname{Pr}\left(x_{i} \mid x^{i-1}\right)\right)^{2}}{\operatorname{Pr}_{\mathrm{Y}}\left(x_{i} \mid x^{i-1}\right)} \\
=\mathrm{C} \times \sum_{u_{i}}\left(\left|\mathcal{N}^{u_{i}}\left(x^{i-1}\right)\right|-\mathrm{D}\right)^{2} . \\
\operatorname{Ex}\left[\chi^{2}\left(X^{i-1}\right)\right]=\mathrm{Ex}\left[\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|\right] \\
=\mathrm{C} \times \sum_{u_{i}} \operatorname{Ex}\left[\left(\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|-\mathrm{D}\right)^{2}\right] \\
\operatorname{Ex}\left[\left(\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|-\mathbf{E x}\left[\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|\right]\right)^{2}\right]
\end{gathered}
$$

$$
\begin{aligned}
\chi^{2}\left(x^{i-1}\right) & :=\sum_{x_{i}} \frac{\left(\operatorname{Pr}_{\mathrm{X}}\left(x_{i} \mid x^{i-1}\right)-\operatorname{Pr}\left(x_{i} \mid x^{i-1}\right)\right)^{2}}{\operatorname{Pr}_{Y}\left(x_{i} \mid x^{i-1}\right)} \\
& =\mathrm{C} \times \sum_{u_{i}}\left(\left|\mathcal{N}^{u_{i}}\left(x^{i-1}\right)\right|-\mathrm{D}\right)^{2} .
\end{aligned}
$$

$$
\begin{aligned}
\operatorname{Ex}\left[\chi^{2}\left(X^{i-1}\right)\right] & =\mathrm{C} \times \sum_{u_{i}} \operatorname{Ex}\left[\left(\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|-\mathrm{D}\right)^{2}\right] \\
& =\mathrm{C} \times \sum_{u_{i}} \operatorname{Ex}\left[\left(\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|-\mathbf{E x}\left[\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|\right]\right)^{2}\right] \\
& =\mathrm{C} \times \sum_{u_{i}} \operatorname{Var}\left[\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|\right]
\end{aligned}
$$

$$
\begin{aligned}
\chi^{2}\left(x^{i-1}\right) & :=\sum_{x_{i}} \frac{\left(\operatorname{Pr}_{\mathrm{X}}\left(x_{i} \mid x^{i-1}\right)-\operatorname{Pr}\left(x_{i} \mid x^{i-1}\right)\right)^{2}}{\operatorname{Pr}_{Y}\left(x_{i} \mid x^{i-1}\right)} \\
& =\mathrm{C} \times \sum_{u_{i}}\left(\left|\mathcal{N}^{u_{i}}\left(x^{i-1}\right)\right|-\mathrm{D}\right)^{2} .
\end{aligned}
$$

$$
\begin{aligned}
& \operatorname{Ex}\left[\chi^{2}\left(X^{i-1}\right)\right]=\mathrm{C} \times \sum_{u_{i}} \operatorname{Ex}\left[\left(\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|-\mathrm{D}\right)^{2}\right] \\
&=\mathrm{C} \times \sum_{u_{i}} \operatorname{Ex}\left[\left(\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|-\mathbf{E x}\left[\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|\right]\right)^{2}\right] \\
&=\mathrm{C} \times \sum_{u_{i}} \operatorname{Var}\left[\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|\right] \\
& w^{2} \times \frac{(N-r) \underline{w}}{(N-1)^{\underline{w-1}}} \times\left(1-\frac{(N-r) \underline{w}}{N \underline{w}}\right) \\
& \quad r=w(i-1)
\end{aligned}
$$

$$
\begin{aligned}
\chi^{2}\left(x^{i-1}\right) & :=\sum_{x_{i}} \frac{\left(\operatorname{Pr}_{\mathrm{X}}\left(x_{i} \mid x^{i-1}\right)-\operatorname{Pr}\left(x_{i} \mid x^{i-1}\right)\right)^{2}}{\operatorname{Pr}_{Y}\left(x_{i} \mid x^{i-1}\right)} \\
& =\mathrm{C} \times \sum_{u_{i}}\left(\left|\mathcal{N}^{u_{i}}\left(x^{i-1}\right)\right|-\mathrm{D}\right)^{2} .
\end{aligned}
$$

$$
\begin{aligned}
\operatorname{Ex}\left[\chi^{2}\left(X^{i-1}\right)\right] & =\mathrm{C} \times \sum_{u_{i}} \operatorname{Ex}\left[\left(\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|-\mathrm{D}\right)^{2}\right] \\
& =\mathrm{C} \times \sum_{u_{i}} \operatorname{Ex}\left[\left(\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|-\mathbf{E x}\left[\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|\right]\right)^{2}\right] \\
& =\mathrm{C} \times \sum_{u_{i}} \operatorname{Var}\left[\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|\right] \leq \frac{8 r w^{3}}{N^{2}}
\end{aligned}
$$

$$
\begin{aligned}
\chi^{2}\left(x^{i-1}\right) & :=\sum_{x_{i}} \frac{\left(\operatorname{Pr}_{X}\left(x_{i} \mid x^{i-1}\right)-\operatorname{Pr}\right.}{\left.\operatorname{Pr}_{Y}\left(x_{i}\left|x_{i}\right| x^{i-1}\right)\right)^{2}} \\
& =\mathrm{C} \times \sum_{u_{i}}\left(\left|\mathcal{N}^{u_{i}}\left(x^{i-1}\right)\right|-\mathrm{D}\right)^{2} .
\end{aligned}
$$

$$
\begin{aligned}
\operatorname{Ex}\left[\chi^{2}\left(X^{i-1}\right)\right] & =\mathrm{C} \times \sum_{u_{i}} \operatorname{Ex}\left[\left(\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|-\mathrm{D}\right)^{2}\right] \\
& =\mathrm{C} \times \sum_{u_{i}} \operatorname{Ex}\left[\left(\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|-\operatorname{Ex}\left[\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|\right]\right)^{2}\right] \\
& =\mathrm{C} \times \sum_{u_{i}} \operatorname{Var}\left[\left|\mathcal{N}^{u_{i}}\left(X^{i-1}\right)\right|\right] \leq \frac{8 r w^{3}}{N^{2}}
\end{aligned}
$$

$$
\left\|\operatorname{Pr}_{\mathrm{X}}-\operatorname{Pr}_{\mathrm{Y}}\right\| \leq\left(\frac{1}{2} \sum_{i=1}^{q} \operatorname{Ex}\left[\chi^{2}\left(X^{i-1}\right)\right]\right)^{\frac{1}{2}} \leq \frac{\sqrt{2} w^{2} q}{N}
$$

For $w=2$ and $\mathscr{G}=\left\{\{0,1\}^{n}, \oplus\right\}$,

$$
\begin{gathered}
\operatorname{Ex}\left[\chi^{2}\left(X^{i-1}\right)\right] \leq \frac{2(N-1) r^{2}}{(N-2 q)^{4}} \\
\left\|\operatorname{Pr}_{X}-\operatorname{Pr}_{Y}\right\| \leq\left(\frac{2(N-1) q^{3}}{(N-2 q)^{4}}\right)^{\frac{1}{2}} .
\end{gathered}
$$

## Random Experiment for $\mathrm{R}^{\prime}$

$\mathrm{R}^{\prime}:=\left(R_{i, j}^{\prime}: i \in[q], j \in\left[w_{i}-1\right]\right) \leftarrow \mathrm{wr} \mathscr{G}$ return $\mathrm{R}^{\prime}$

Random Experiment for $\mathrm{U}^{\prime}$

$$
\begin{aligned}
& \text { for } 1 \leq i \leq q \\
& U_{i}^{\prime}:=\left(U_{i, 1}^{\prime}, \ldots, U_{i, w_{i}-1}^{\prime}\right) \leftarrow \text { wor } \mathscr{G} \backslash\{0\} \\
& \text { return } U^{\prime}:=\left(U_{i, j}^{\prime}: i \in[q], j \in\left[w_{i}-1\right]\right)
\end{aligned}
$$

Random Experiment for $S^{\prime}$

$$
\begin{aligned}
& \mathrm{T}^{\prime}:=\left(T_{i, j}^{\prime}: i \in[q], j \in\left[w_{i}\right]\right) \leftarrow \text { wor } \mathscr{G} \\
& \text { for } 1 \leq i \leq q \\
& \text { for } 1 \leq j \leq w_{i}-1 \\
& S_{i, j}^{\prime}=T_{i, j}^{\prime}-T_{i, w_{i}}^{\prime} \\
& \text { return } \mathrm{S}^{\prime}:=\left(S_{i, j}^{\prime}: i \in[q], j \in\left[w_{i}-1\right]\right)
\end{aligned}
$$

## Random Experiment for $\mathrm{R}^{\prime}$

$\mathrm{R}^{\prime}:=\left(R_{i, j}^{\prime}: i \in[q], j \in\left[w_{i}-1\right]\right) \leftarrow \mathrm{wr} \mathscr{G}$ return $\mathrm{R}^{\prime}$

Random Experiment for $\mathrm{U}^{\prime}$
for $1 \leq i \leq q$
$U_{i}^{\prime}:=\left(U_{i, 1}^{\prime}, \ldots, U_{i, w_{i}-1}^{\prime}\right) \leftarrow$ wor $\mathscr{G} \backslash\{0\}$
return $\mathrm{U}^{\prime}:=\left(U_{i, j}^{\prime}: i \in[q], j \in\left[w_{i}-1\right]\right)$

Random Experiment for $S^{\prime}$

$$
\begin{aligned}
& \mathrm{T}^{\prime}:=\left(T_{i, j}^{\prime}: i \in[q], j \in\left[w_{i}\right]\right) \leftarrow \text { wor } \mathscr{G} \\
& \text { for } 1 \leq i \leq q \\
& \text { for } 1 \leq j \leq w_{i}-1 \\
& S_{i, j}^{\prime}=T_{i, j}^{\prime}-T_{i, w_{i}}^{\prime} \\
& \text { return } \mathrm{S}^{\prime}:=\left(S_{i, j}^{\prime}: i \in[q], j \in\left[w_{i}-1\right]\right)
\end{aligned}
$$

## Theorem

Let $w_{1}, w_{2}, \ldots, w_{c} \geq 2, \bar{\sigma}=\sum_{i} w_{i}$, and $w_{\max }=\max _{i} w_{i}$. Then,

$$
\left\|\operatorname{Pr}_{S^{\prime}}-\operatorname{Pr}_{R^{\prime}}\right\| \leq \frac{(1+\sqrt{2}) \bar{\sigma} w_{\max }}{N}
$$

## Questions?

Thank You!
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