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Linear Cryptanalysis in a Nutshell

> Introduced in 1993 by Matsui to analyse DES.

» Uses linear approximations (a, ﬁ) over Ex with large absolute
correlation defined by

K5 = 2-Pr((a,2) @ (B, Ex(x)) = 0) — L,

a

as a distinguisher.
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> High absolute correlation — Likely right key guess.
» Low absolute correlation — Likely wrong key guess.
» Central question when estimating attack complexity:

How is the correlation distributed
for right and wrong key guesses?
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Key Dependent Correlations
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The key-dependent correlation can be expressed as (Daemen,
Rijmen, 2007)

Cap= Y, (=1)yvx[CEl.

U=(a,...,3)
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First works assumed that

]C’K |=0 for a wrong key guess,
]C’K5| = |CK| for aright key guess.

» Daemen and Rijmen (2007) show that C’KB ~ N(0,27") for an
ideal cipher.

v

|C ﬁ] is not constant for ciphers with a strong linear hull effect.
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Using Multiple Approximations

» Multiple Linear Cryptanalysis (Kaliski and Robshaw (1994), Biryukov
et al. (2004)):

» Uses a set of M approximations.
> Assumes statistical independence of correlations.

» Multidimensional Linear Cryptanalysis (Hermelin et al. (2008)):

» Uses all 2™ — 1 approximations in an m-dimensional subspace.
» Does not assume statistical independence.

» Both use the capacity as measure of distinguishing power:

CK _ Z(Ccfy{“ i)2 _ Z (77{( 2__2@—777,)2

» Difficult fo analyse if the mulfivariate distributions of the C,K orn
are not “simple”.

K



Key Dependent Capacity
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About Independence Assumptions

» Most ciphers do not have independent round-keys.

» We demonstrate that the key-schedule affects the joint correlation
distribution, and that it is not necessarily multivariate normal.
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» Most ciphers do not have independent round-keys.
» We demonstrate that the key-schedule affects the joint correlation
distribution, and that it is not necessarily multivariate normal.
» Nyberg recently demonstrated a connection between linear and
statistical dependence of correlations.
> Poses a problem for the wrong-key model and signal/noise
decomposition when using linearly dependent approximations.

(We propose Multivariate Linear Cryptanalysis as a next step
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Multivariate Linear Cryptanalysis — Three Steps

» Bogdanov and Tischhauser (2013) proposed signal/noise

decomposition when only part of the linear hull is known.
» We find a set of linear trails called the signal S.
» Profile the signal distrioution D*:

K
=) (1) CEl.
veS

» The rest of the hull is modeled as noise:

N(0,27™).
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Multivariate Linear Cryptanalysis — Three Steps
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An Application: New Attacks on PRESENT

> We consider a set of 135 linearly independent approximations over
22/23 rounds of PRESENT.

» We used a method similar to the partial, sparse correlation matrix
method by Abdelraheem (2012) to compute DJ5s.

» The low number of approximations allow for efficient key-guessing
over 4 rounds.



An Application: New Attacks on PRESENT

‘0(9 6\\0& \6:\1\6 \6\},6 (QQ\Q) bQ)é\
&F & & & ¢
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Rounds X ¢ &\{Q Q N ¢’ Reference
05% | 2205 1 265:0 1 98245310 Cho (2010)
25 | 95% 1 2295 1 2090 1 2006 1 9340 1 /| Huang et al. (2015)
74% | 2295 | 2720 1 9610 1 9340 | /| Biondeau and Nyberg (2016)
05% | 2205 ! 2720 1 9fLU 5310 Cho (2010)
y 5 80% 1 2295 1 276:0 1 2625 4 9340 1 /| Huang et al. (2015)
51% 1 2295 1 270 1 2098 1 9300 1 /| Blondeau and Nyberg (2016)
95% | 135 | 2686 | 963.0 1 948.0 | /| 1his work
07 95% ' 405 | 27+0 1 204U o700 Zheng and Zhang (2015)
95% | 135 | 2773 | 263:8 | 2480 | /| 1his work
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