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Abstract. There is an ongoing trend in the symmetric-key cryptographic community
to construct highly secure modes and message authentication codes based on tweakable
block ciphers (TBCs). Recent constructions, such as Cogliati et al.’s HaT or Iwata et
al.’s ZMAC, employ both the n-bit plaintext and the t-bit tweak simultaneously for
higher performance.
This work revisits ZMAC, and proposes a simpler alternative finalization based on
HaT. As a result, we propose HtTBC, and call its instantiation with ZHash as a
hash function ZMAC+. Compared to HaT, ZMAC+ (1) requires only a single key
and a single primitive. Compared to ZMAC, our construction (2) allows variable,
per-query parametrizable output lengths. Moreover, ZMAC+ (3) avoids the complex
finalization of ZMAC and (4) improves the security bound from O(σ2/2n+min(n,t))
to O(q/2n + q(q + σ)/2n+min(n,t)) while retaining a practical tweak space.
Keywords: Message authentication code · tweakable block cipher · provable security.

1 Introduction
Tweakable Block Ciphers. A tweakable block cipher (or TBC for short) π̃ : K×T ×X → X
is a family of cryptographic permutations over inputs X ∈ X , where both the secret key
K ∈ K and the public tweak T ∈ T define the permutation. The additional tweak
distinguishes them from classic block ciphers. While introduced in the Hasty Pudding
Cipher [SO98], the concept has been formalized first by Liskov, Rivest, and Wagner
in [LRW02].

Block-cipher-based Message Authentication Codes. Message Authentication Codes
(MACs) are secret-key cryptographic schemes. Given a message, their goal is to produce a
key-dependent tag that can be verified by all parties who share the secret key, but that is
infeasible to be forged otherwise. While MACs can be stateful, randomized, nonce-based,
or stateless deterministic, we focus on the latter in the remainder. Over the decades,
many block-cipher-based constructions have been proposed, e. g., CBC-MAC [BKR94],
OMAC [IK03b, IK03a], or PMAC [BR02]. The security of earlier constructions has often
have been limited by birthday bound, which motivated numerous researches to propose
MACs with increased security guarantees, e.g., PMAC+ [Yas11], or LightMAC [LPTY16].

Secure Constructions from Tweakable Block Ciphers. For the domain of MACs, a
number of TBC-based highly secure MACs were published. Inspired by the design of
Yasuda’s PMAC+ [Yas11], Naito [Nai15] proposed two fully-parallelizable deterministic
BBB-secure MACs, PMAC_TBC1k and PMAC_TBC3k, that employed one and three
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keys, respectively. Later in [LN17], Naito’s single-key construction was revisited and
combined with the CTRT mode for deterministic authenticated encryption.

HaT, ZHash, and ZMAC. There is a recent trend of MACs to process the message
input in both the tweak and the state input of a TBC simultaneously for higher efficiency.
Cogliati et al. [CLS17] proposed (among others) two such fully secure MACs, called HaT
and NaT for Hash-as-Tweak and Nonce-as-Tweak, from the combination of a universal
hash function with a call to a tweakable block cipher for finalization, among which HaT
caught our particular interest, for it is stateless and deterministic. At CRYPTO’17, Iwata
et al. [IMPS17] introduced ZMAC, and further employed it for authenticated encryption.
Like previous MACs, ZMAC combines a TBC-based hash function whose output is given
into a PRF to derive the authentication tag. Its innovation, however, stemmed from its
hash function ZHash: in contrast to previous constructions [KR11, LN17, Nai15], ZHash
splits the message into (n+ t)-bit blocks, where each block uses both the n-bit plaintext
input and t-bit tweak input of the TBC, which rendered ZHash highly efficnet. To derive
the authentication tag from the output of ZHash, Iwata et al. employed a finalization
based on two sums of two independent permutations each. Analyzing the security of
the sum of independent permutations has seen intensive research for decades (e. g., see
[BI99, BKR98, Luc00, MP15, Pat08a, Pat13]), and has always been highly sophisticated
topic. The choice by Iwata et al. was motivated by a recent result of O((q/2n)3/2) by Dai
et al. [DHT17], whose lengthy proof again reflects the complexity of the subject.

Variable-output-length PRFs. PRFs with variable output lengths (VOLPRFs) produce
a variable-length output similar to e. g., stream ciphers. Though, the notion of extendable-
output functions (XOF) received attention lately with the standardization of the SHA-
3-based XOFs SHAKE128 and SHAKE256 [NIS15], or recent proposals as e. g., Naito’s
sandwich keyed sponge [Nai16] or Bertoni et al.’s Farfalle [BDP+16]. The flexibility of
VOLPRFs is advantageous for they can be used not only as a MAC, but also as a mode
of operation, a key-derivation function, or a wide-block cipher, e. g., in the HHFHFH
mode [Ber16]. Moreover, Hoang et al. [HKR15] showed that secure wide-block ciphers can
be further extended in straight-forward manner to robust AE schemes [BR00].

Contribution. This work revisits ZMAC and considers an alternative, yet simpler fi-
nalization ZFin+. We propose HtTBC, a VOLPRF that combines a hash function
producing a (n + t)-bit output with a finalization that uses both the plaintext and the
tweak inputs of the TBC, similar to HaT. We call our instantiation of HtTBC with
ZHash as hash function ZMAC+. As result, this work provides a fourfold contribution:
compared to HaT, ZMAC+ (1) requires only a single key and a single primitive. Com-
pared to both HaT and ZMAC, our construction (2) is a VOLPRF with per-query
parametrizable output length. Moreover, ZMAC+ (3) avoids the complex sum-of-PRPs
finalization, and (4) improves the security bound of O(σ2/2n+min{n,t}) from ZMAC to
O(q/2n + q(q + σ)/2n+min{n,t}) without the need of enlarging the tweak space by many
indices, as in ZMAC[ZHASH] [IMPS17]. Table 1 summarizes and compares the properties
of ZMAC+ with previous TBC-based MACs.

Outline. The remainder of this work is structured as follows. After the preliminaries,
Section 3 proposes ZHash, HtTBC, and ZMAC+. Section 4 studies the security of
HtTBC and derives the bounds for PRF and VOLPRF security under two requirements
of the hash function. The subsequent Sections 5 and 6 analyze those requirements for
ZHash. Section 7 discusses briefly potential instantiations; Section 8 concludes this work.
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Table 1: Comparison of stateless deterministic BBB-secure TBC-based PRFs with our proposal.
Output length is in bit. #Bit/TBC call = #message bits processed per TBC call in the hash
function. HaT depends on two calls to ε-AU hash functions (HFs). τ = min{n, t}. ∗: PMAC2x
and PMACx were revised in the full versoin of [LN17] after a padding flaw pointed out by [MI17].
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PMAC_TBC1k 1 TBC TBC n 1 O(n2q2/22n) 2n [Nai15]
PMAC_TBC3k 1 TBC TBC n 3 O(q2/22n) 2n [Nai15]
PMACx∗ 1 TBC TBC n 1 O(q2/22n) n [LN17]
PMAC2x∗ 1 TBC TBC n 1 O(q2/22n) 2n [LN17]
HaT 2 HF TBC – 3 O(q2ε2 + q/2n) n [CLS17]
ZMAC 1 TBC TBC n+ t 1 O(σ2/2n+τ ) 2n [IMPS17]

ZMAC+ 1 TBC TBC n+ t 1 O(q/2n + q(q + σ)/2n+τ ) dn This
work

2 Preliminaries
General Notation. We use lowercase letters x for indices and integers, uppercase letters
X,Y for binary strings and functions, and calligraphic uppercase letters X ,Y for sets.
For a given set X , we write X+ to denote

⋃∞
i=1 X i, and X ∗ to mean

⋃∞
i=0 X i. We write

{0, 1}x for the set of bit strings of length x. We denote the concatenation of binary strings
X and Y by X ‖Y and the result of their bitwise XOR by X ⊕ Y . We write the length
of X in bits as |X|, and Xi for the i-th block of X. For any X ∈ {0, 1}n and i ≤ n, we
denote by msbi(X) the i most significant and by lsbi(X) the i least significant bits of X.
Furthermore, we denote by X � X that X is chosen uniformly at random from the set X .
We define two sets of particular interest: Func(X ,Y) is the set of all functions F : X → Y
and P̃erm(T ,X ) for the set of tweaked permutations over X with associated tweak space
T . (X1, . . . , Xx) n←− X denotes that X is split into n-bit blocks i. e., X1 ‖ . . . ‖Xx = X,
and |Xi| = n for 1 ≤ i ≤ x− 1, and |Xx| ≤ n. For any X ∈ {0, 1}n+t, we denote by
(X1, X2) n,t←−− X the splitting of X into X1 = msbn(X) and X2 = lsbt(X). Moreover, we
define 〈x〉n to denote the encoding of a non-negative integer x into its n-bit representation.
For bit strings X ∈ {0, 1}n and Y ∈ {0, 1}t of different lengths n 6= t, we define

X ⊕t Y
def=
{

msbt(X)⊕ Y if t ≤ n,
(X ‖ 0t−n)⊕ Y if t > n.

For two sets X and Y, a uniform random function ρ : X → Y is a mapping of inputs
X ∈ X independently from other inputs and uniformly at random to outputs Y ∈ Y. For
an event E, we denote by Pr[E] the probability of E. For two integers n, k with n ≥ k ≥ 1,
we denote the falling factorial as (n)k

def=
∏k−1
i=0 (n− i).

Adversaries. An adversary A is an efficient Turing machine that interacts with a given
set of oracles that appear as black boxes to A. We denote by AO the output of A after
interacting with some oracle O. We write ∆A(O1;O2) def= |Pr[AO1 ⇒ 1]− Pr[AO2 ⇒ 1]|
for the advantage of A to distinguish between oracles O1 and O2. All probabilities are
defined over the random coins of the oracles and those of the adversary, if any. W.l.o.g.,
we assume that A never asks queries to which it already knows the answer.
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Block Ciphers and Tweakable Block Ciphers. A block cipher is a mapping E : K×M→
M with associated key space K and message space M such that for every key K ∈ K,
E(K, ·) is a permutation overM. A tweakable block cipher Ẽ : K × T ×M→M with
associated key space K, tweak space T , and message spaceM is a permutation overM
for every key K ∈ K and tweak T ∈ T . We also write ẼTK(·) as short form of Ẽ(K,T, ·) in
the remainder.
Definition 1 (TPRP Advantage). Let K and T be non-empty sets and let Ẽ : K × T ×
{0, 1}n → {0, 1}n be a tweakable block cipher. Let π̃ � P̃erm(T , {0, 1}n) and K � K.
Then, the TPRP advantage of A w. r. t. Ẽ is defined as AdvTPRP

Ẽ
(A) def= ∆A(ẼK ; π̃).

Definition 2 (PRF Advantage). Let K, X , and Y be non-empty sets and let F : K×X →
Y be a keyed function. Let ρ� Func(X ,Y) and K � K. Then, the PRF advantage of A
w. r. t. F is defined as AdvPRF

F (A) def= ∆A(FK ; ρ).
For the remaining definitions in this section, let K, X , and Y be non-empty sets, where we
restrict our considerations to Y ⊂ {0, 1}∗, and let H : K×X → Y and F : K×X → Y be
keyed functions.
Definition 3 (VOLPRF Advantage). Let F : K × X × N→ (Y)+ be a keyed function
whose output length is determined by the second parameter, i. e., which, for arbitrary
input (X, d) ∈ X × N, always outputs some Y ∈ (Y)d. Let K � K, and define the
ideal oracle ρ � Func(X × N,Y+) s. t. for arbitrary input (X, d) ∈ X × N, it always
outputs some Y � (Y)d. Then, the PRF advantage of A w. r. t. F is defined as
AdvVOLPRF

F (A) def= ∆A(FK ; ρ).
Definition 4 (Differential Probability). For two distinct messages X,X ′ ∈ X and all
∆ ∈ Y, we define the differential probability of H as

DPH (X,X ′,∆) def= Pr
K�K

[HK(X)⊕HK(X ′) = ∆] .

Definition 5 (Almost-Universal Hash Function [CW79]). We say that H is ε-almost-
universal (ε-AU) if, for all distinct X,X ′ ∈ X , it holds that DPH (X,X ′, 0) ≤ ε.
Almost-XOR-universal hash functions were introduced in [Kra94], the term was coined in
[Rog95].
Definition 6 (Almost-XOR-Universal Hash Function [Kra94]). We say that H is ε-almost-
XOR-universal (ε-AXU) if, for all distinct X,X ′ ∈ X and any ∆ ∈ Y , it holds that DPH(X,
X ′, ∆) ≤ ε.
Minematsu and Iwata [MI15] defined a variant called partial-almost-XOR-universality.
Definition 7 (Partial-AXU Hash Function [MI15]). Let Y = {0, 1}n × {0, 1}t. We say
that H is (n, t, ε)-partial-AXU (pAXU) if, for all distinct X,X ′ ∈ X and all ∆ ∈ {0, 1}n, it
holds that DPH (X,X ′, (∆, 0t)) ≤ ε.
Later in this work, we will have to derive upper bounds on the probability of differences
between parts of hash function outputs. For this purpose, we derive the notion of truncated
almost-XOR-universal hash functions.
Definition 8 (Truncated-AXU Hash Function). Let Y = {0, 1}n × {0, 1}t. We say that
H is (n, t, ε)-truncated-AXU (tAXU) if, for all distinct X,X ′ ∈ X and all ∆2 ∈ {0, 1}t, it
holds that ∑

∆1∈{0,1}n

DPH (X,X ′, (∆1,∆2)) ≤ ε.

Intuitively, truncated-AXU states that the function H ′ that always returns the output of
H(X) truncated to the t least significant bits, for all inputs (X), is ε-AXU.
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Algorithm 1 Definition of ZMAC+.

11: function HtTBC[ẼK , H](M,d)
12: M ← Encoden,t(M,d)
13: (Y,X)← H[ẼK ](M)
14: return ZFin+[ẼK ](Y,X, d)

21: function Encoden,t(M,d)
22: p← (n+t)−((|M |+n+1) mod (n+t))
23: if p = (n+ t) then
24: p← 0
25: return M ‖ 1 ‖ 0p ‖ 〈d〉n

31: function ZFin+[ẼK ](Y,X, d)
32: for i = 1 to d do
33: Ti ← X ⊕ 〈i− 1〉t
34: Ui ← Ẽ1,Ti

K (Y )
35: return (U1, . . . , Ud)

41: function ZMAC+[ẼK ](M,d)
42: return HtTBC[ẼK ,ZHash](M,d)

51: function ZHash[ẼK ](M)
52: X ← 0t; Y ← 0n
53: L← Ẽ

2,〈0〉t
K (〈1〉n); R← Ẽ

2,〈1〉t
K (〈1〉n)

54: Parse (M [1], . . . ,M [m]) n+t←−−M
55: for i← 1 to m do
56: (ML[i],MR[i]) n,t←−−M [i]
57: Si ←ML[i]⊕ 2i−1L
58: Ti ←MR[i]⊕t 2i−1R

59: Yi ← Ẽ0,Ti
K (Si)

60: Xi ←MR[i]⊕t Yi
61: X ← X ⊕Xi
62: Y ← 2 · (Y ⊕ Yi)
63: return (Y,X)

The H-Coefficient Technique. The H-coefficients technique is a proof method due to
Patarin [CS14, Pat08b]. The results of the interaction of an adversary A with its oracles
are collected in a transcript τ : τ = 〈(X1, Y1), . . . , (Xq, Yq)〉, where (Xi, Yi) denotes input
and output of the i-th query of A. The task of A is to distinguish the real world Oreal from
the ideal world Oideal. A transcript τ is called attainable if the probability to obtain τ in
the ideal world is non-zero. One assumes that A does not ask duplicate queries or queries
prohibited by the game or to which it already knows the answer. Denote by Θreal and
Θideal the distribution of transcripts in the real and the ideal world, respectively. Then,
the fundamental Lemma of the H-coefficients technique states:

Lemma 1 (Fundamental Lemma of the H-coefficient Technique [Pat08b]). Assume, the set
of attainable transcripts is partitioned into two disjoint sets GoodT and BadT. Further
assume, there exist ε1, ε2 ≥ 0 such that for any transcript τ ∈ GoodT, it holds that

Pr [Θreal = τ ]
Pr [Θideal = τ ] ≥ 1− ε1, and Pr [Θideal ∈ BadT] ≤ ε2.

Then, for all adversaries A, it holds that ∆A(Oreal;Oideal) ≤ ε1 + ε2.

The proof is given in [CS14, Pat08b].

3 ZHash, HtTBC, and ZMAC+

This section recalls the definitions of ZHash, ZFin, and ZMAC by Iwata et al. [IMPS17]
and refines a new finalization ZFin+ as well as the constructions HtTBC and ZMAC+.
Throughout the remainder, we define k, n, t ≥ 1 as fixed positive integers, and non-empty
sets K = {0, 1}k, L, T = {0, 1}t, and D = {1, . . . , 2min{n,t}}. Since ZHash is combined
with a finalization in ZMAC, it is practical to consider a tweakable block cipher whose tweak
space adds an additional domain. For this purpose, we define a set of domains I = {0, 1, 2},
an augmented tweak space T ′ = I×T , and consider a TBC Ẽ : K×T ′×{0, 1}n → {0, 1}n.

ZHash. ZHash is a fully parallelizable TBC-based hash function that processes each
(n+ t)-bit block of the message by what Iwata et al. called the XT construction, a reduced
version of the XTX tweak-domain extender by Minematsu and Iwata [MI15]. Each call
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Figure 1: Components of ZMAC+[ẼK ]. Left: ZHash[ẼK ]. Right: ZFin+[ẼK ] for d = 2.

to XT takes a message block M [i] = (ML[i] ‖MR[i]); its most significant n bit, ML[i],
are XORed with a masking key 2i−1L to produce an input Si; its least significant t bit,
MR[i], are XORed with an independent masking key 2i−1R to produce a tweak Ti. To
address the case when t 6= n, Ti is computed by Ti ← 2i−1R ⊕t MR[i]. (Si, Ti) serves
then as state and tweak input to the TBC. The output of every call to Ẽ in ZHash,
Yi ← Ẽ0,Ti

K (Si) is XORed (partially if t 6= n) again to MR[i] to produce an n-bit value
Yi, and a t-bit value Xi. The values X and Y accumulate the XOR sum of the terms Xi

and 2m+1−iYi, for i ∈ {1, . . . ,m}, in PMAC+-like fashion to obtain a hash function with
beyond-birthday-bound security. A definition of ZHash is given in Algorithm 1.
In contrast to ZHash, our variant takes an additional parameter d that defines the number
of output blocks to render HtTBC a VOLPRF. For this purpose, we defined the additional
set D for the domain of d, and employ an injective encoding that, given (M,d) ∈M×D,
always appends a single 1 bit to M , followed by p zero bits and by d encoded as n-bit
string, where p denotes the minimal non-negative number so that the length of the encoded
output has a multiple of n+ t bit.

ZFin+. ZFin+ is our finalization. For arbitrary inputs (Y,X, d) ∈ {0, 1}n × T × D, it
computes and outputs (U1, . . . , Ud) ∈ ({0, 1}n)d, where

Ui
def= Ẽ

1,X⊕〈i−1〉t
K (Y ), for all 1 ≤ i ≤ d.

HtTBC. Hash-then-TBC (HtTBC) resembles the well-known Hash-then-PRF paradigm,
and is close to Cogliati et al.’s stateless deterministic variant HaT. We first define HtTBC
in Algorithm 1 and below.

Definition 9 (HtTBC). Let Ẽ : K×T ′×{0, 1}n → {0, 1}n and letH : L×({0, 1}n+t)∗ →
{0, 1}n × T be a keyed function. For all non-negative integers n and t, let Encoden,t :
M×D → ({0, 1}n+t)∗ be defined as in Algorithm 1. Then, for all M ∈M, d ∈ D, K ∈ K,
and L ∈ L, we define HtTBC[Ẽ,H] : K × L×M×D → ({0, 1}n)+ as

HtTBC[Ẽ,H]K,L (M,d) def= (U1, . . . , Ud) , where
M ← Encoden+t(M,d),

(Y,X)← H[ẼK ]L(M), and
(U1, . . . , Ud)← ZFin+[ẼK ](Y,X, d).

While HtTBC is structurally close to HaT [CLS17], the latter requires two hash-function
instances with independent keys, plus a key for the TBC, which sums up to three key in
total. In contrast, HtTBC employs at most two keys: one for a hash function plus that
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for the TBC, which renders it is slightly more general and practical. Moreover, using a
TBC-based hash function with tweak-domain separation, we effectively employ a single
key for the TBC only. Most prominently, HtTBC is a VOLPRF, whereas HaT is fixed
to always output a single n-bit tag.

ZMAC+. Finally, ZMAC+ is defined as an instantiation of HtTBC with the tweakable
block cipher ẼK and ZHash for H, and having the same key K ∈ K in all calls to Ẽ:

ZMAC+[ẼK ] (M,d) def= HtTBC[ẼK ,ZHash] (M,d)

for all M ∈M, d ∈ D, and K ∈ K.
Note that we employ in total three domains from I for domain separation: I = {0, 1, 2}.
We fix the domain 0 in all calls to XT in ZHash, to 1 for all calls to Ẽ in ZFin+, and to
2 for deriving the masking keys L and R. Note that L and R have to be computed only
once for every update of the TBC key K. So, all calls to Ẽ across the purposes of hashing,
finalization, and deriving the masking keys represent independent permutations.
As a result, ZMAC+ slightly reduces the number of domain integers from I = {0, 1, . . . , 9}
of the original ZMAC[ZHash], and significantly reduces it compared to the set of domains
J = {1, . . . , 2n− 1} that was used in ZMAC[ZHASH] (which employed the block position
i ∈ J in every call to Ẽ to obtain independent permutations [IMPS17]).

4 Analysis of HtTBC
For the remainder, let π̃ � P̃erm(T ′, {0, 1}n). Over all queries (M i, di) ∈ M × D of
an adversary, we define the maximum among all second inputs as dmax

def= maxi di.
Furthermore, we define auxiliary variables δ def= dlog2(dmax)e ≤ t, and σ′ def=

∑
i=1 d

i. Let
H : L × ({0, 1}n+t)∗ → {0, 1}n × T .

4.1 Analysis of HtTBC for Arbitrary-Length Outputs
Theorem 1. Let π̃ and H be defined as above. Let H be (n, t, ε)-tAXU and L� L. Then,
for any VOLPRF adversary A on HtTBC[π̃, H] that makes at most q queries whose
output lengths di sum up to at most σ′ blocks in total, it holds that

AdvVOLPRF
HtTBC[π̃,H](A) ≤ (σ′)2ε

2n + max
M1,...,Mq

q∑
i<j

di+dj−2∑
k=0

DPH
[(
M i, di

)
,
(
M j , dj

)
, (0n, 〈k〉t)

]
.

Remark 1. Note that if the hash function H is ε2-AXU, the second summand can be
simplified to qσ′ε2. However, even if ε2 is not generally small for all differences, we can
still obtain a good security bound, as we will show for ZHash.
Because of the structural similarities, the proof of Theorem 1 can follow a similar argumen-
tation as Theorem 2 in [CLS17]; however, we can disregard the inequalities list used there
since we consider a PRF instead of a MAC adversary, and the former has no verification
oracle available. Since PRF security implies MAC security [BGM04, BKR00], we omit a
MAC proof in the remainder.

Proof of Theorem 1. The queries by A are collected in a transcript τ = (L, {(M i, di, Xi,
Y i, U i)}1≤i≤q). In the real world, M i denotes the i-th message, di the i-th input for the
desired output length, and (Y i, Xi) and U i = (U i1, . . . , U idi) ← HtTBC[π̃, H] the i-th
outputs of H and HtTBC, respectively. The ideal world maps inputs (M i, di) ∈M×D to
random outputs U i � ({0, 1}n)di), where the outputs U i are chosen uniformly at random
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of the expected length. Moreover, in the ideal world, L� L is sampled independently at
random from the set of all possible outputs, and (Y i, Xi)← HL(M i, di).
In both worlds, the queries (M i, di) are answered immediately with the corresponding
outputs U i; the remaining parts of the transcript will be revealed to the adversary after it
made all its queries, but before it output its decision bit that represents its guess of which
world it interacted with. The task of A is to distinguish the real world Oreal from the ideal
world Oideal. A transcript τ is called attainable if the probability to obtain τ in the ideal
world is non-zero. The set of all attainable transcripts can be partitioned into two disjoint
sets GoodT and BadT. We call a transcript τ bad iff τ ∈ BadT, and denote it as good
otherwise. A transcript is called bad if at least one of the following statements holds:

• bad1: ∃i, j ∈ {1, . . . , q}, k ∈ {0, . . . , di − 1} and k′ ∈ {0, . . . , dj − 1} s. t. i 6= j
and (Y i, Xi) ⊕ (Y j , Xj) = (0n, 〈k〉t ⊕ 〈k′〉t). Note that this can be rewritten to
(Y i, Xi)⊕ (Y j , Xj) = (0n, 〈k〉t) for some k ∈ {0, . . . , di + dj − 2}.

• bad2: ∃i, j ∈ {1, . . . , q}, k ∈ {0, . . . , di − 1}, and k′ ∈ {0, . . . , dj − 1} s. t. i 6= j,
(Xi ⊕ 〈k〉t) = (Xj ⊕ 〈k′〉t), U ik+1 = U jk′+1, and Y i 6= Y j .

The proof of Theorem follows then from Lemmas 2 and 3 below. The bad events represent
possible input or output collisions in the finalization: bad1 models the event that two pairs
of state and tweak inputs (Y i, Xi⊕〈k〉t) = (Y j , Xj⊕〈k′〉t) collide. Then, the corresponding
outputs of the TBC would have to collide in the real world, but would collide only with
negligible probability in the ideal world. The second event bad2 represents the case that
two pairs of tweaks and outputs of the TBC (Xi⊕〈k〉t, U ik+1) = (Xj ⊕〈k′〉t, U jk′+1) collide.
Then, the inputs Y i and Y j would have to be identical in the real world, but are so only
with negligible probability in the ideal world. So, in both bad events, the adversary could
easily distinguish the worlds. However, their probability to occur is sufficiently small as is
studied in Lemma 2.

Lemma 2. It holds that

Pr [Θideal ∈ BadT] ≤ (σ′)2ε

2n + max
M1,...,Mq

q∑
i<j

di+dj−2∑
k=0

DPH
[(
M i, di

)
,
(
M j , dj

)
, (0n, 〈k〉t)

]
.

Proof. It holds that Pr[Θideal ∈ BadT] ≤ Pr[bad1] + Pr[bad2]. We upper bound the
probability of those bad events in the following.

bad1. In this case, it holds that M i and M j yielded (Y i, Xi)⊕ (Y j , Xj) = (0n, 〈k〉t) for
some k ∈ {0, . . . , di + dj − 2}. So, the outputs would have to be equal, and with high
probability, A could distinguish the worlds. Over q queries, it holds that

Pr [bad1] ≤ max
M1,...,Mq

q∑
i<j

di+dj−2∑
k=0

DPH
[(
M i, di

)
,
(
M j , dj

)
, (0n, 〈k〉t)

]
.

bad2. In this case, it holds that M i and M j yielded the same tweak input (Xi ⊕ 〈k〉t) =
(Xi ⊕ 〈k′〉t) for k ∈ {0, . . . , di − 1} and k′ ∈ {0, . . . , dj − 1}, and the same U ik+1 = U jk′+1
occurred for different inputs Y i 6= Y j . Clearly, this event can occur only in the ideal world
and allows the adversary to distinguish. The probability for such a difference between Xi

and Xj is upper bounded by ε since H is ε-tAXU. The probability that U ik+1 = U jk′+1 is
min{di, dj}/2n since for each block Xi ⊕ 〈k〉t, there is a unique mapping to exactly one
block with Xj ⊕ 〈k′〉t. So, for a fixed pair of i and j, it follows

Pr
[
(Xi ⊕ 〈k〉t) = (Xj ⊕ 〈k′〉t), Y i 6= Y j , U ik+1 = U jk′+1

]
≤ (di · dj) · ε

2n .
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From the union bound over q queries, it follows that

Pr [bad2] ≤ ε

2n ·
q∑
i<j

(
di · dj

)
≤ ε

2n ·
1
2 ·
(

(σ′)2 −
q∑
i=1

(di)2

)
≤ (σ′)2 · ε

2n ,

which gives our claim in Lemma 2.

Before proceeding with the proof of good transcripts, we formulate a short fact that will
be useful in turn. Since its proof follows from simple arithmetic, we leave its verification
to the interested reader.

Fact 1. Let u1, . . . , ur and v1, . . . , vs be positive integers such that it holds
r∑
i=1

ui =
s∑
j=1

vj , (1)

r ≤ s, and (2)
vi ≤ ui, for all 1 ≤ i ≤ r. (3)

Then, it holds for any positive integer N ≥
∑r
i=1 ui that

r∏
i=1

(N)ui
≤

s∏
i=1

(N)vi
and thus

r∏
i=1

1
(N)ui

≥
s∏
i=1

1
(N)vi

.

Lemma 3. It holds that

Pr [Θreal = τ ]
Pr [Θideal = τ ] ≥ 1.

Proof. Let τ ∈ GoodT. We consider the set of all tweaks{
Xi ⊕ 〈k〉t

}
1≤i≤q

0≤k<di

that occurred over all output blocks of all queries of the transcript. We rewrite this set
as {X1, . . . ,Xr} with r ≤ σ′ s. t. all reordered tweaks Xi are pairwise distinct. Further,
we define by qi, for 1 ≤ i ≤ r, the number of queries for which HL(M i) produced Xi;
naturally, it holds that

∑r
i qi = σ′. Since hash key and outputs are sampled uniformly at

random and independently from each other in the ideal world, it holds that

Pr [Θideal = τ ] = 1
|L|
·
q∏
i=1

1
(2n)di .

So, we can focus on lower bounding the probability of obtaining τ in the real world.
Therein, the key L is also sampled uniformly at random from L, and we can concentrate
on the probability to obtain the query results. For this purpose, we adopt the notion of
transcript-compatible permutations from [CS14]. We call π̃ compatible with τ if for all
1 ≤ i ≤ q and for all 1 ≤ k ≤ di, it holds that

π̃(Xi ⊕ 〈k − 1〉t, Y i) = U ik.

Let Comp(τ) denote the set of tweakable permutations π̃ that are compatible with τ . Thus

Pr [Θreal = τ ] = 1
|L|
· Pr

[
π̃ � P̃erm (T ′, {0, 1}n) : π̃ ∈ Comp(τ)

]
.
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Over all tweaks Xi, for 1 ≤ i ≤ r, the fraction of compatible permutations is given by

r∏
i=1

qi∏
j=1

1
2n − (j − 1) =

r∏
i=1

1
(2n)qi

. (4)

We can construct a sum of blocks in the ideal world as

q∑
i=1

di∑
j=1

1 =
σ′∑
i=1

1,

where the 1’s represent the summands vj in Fact 1. Using the combined knowledge of

r∑
i=1

qi =
σ′∑
i=1

1 = σ′,

r ≤ σ′, and
vj = 1 ≤ qj , for all 1 ≤ j ≤ r,

allows us to directly apply Fact 1 and obtain

r∏
i=1

1
(2n)qi

≥
σ′∏
j=1

1
(2n)vj

=
σ′∏
j=1

1
2n =

q∏
j=1

1
(2n)dj .

Multiplying both sides with 1/|L| yields the probabilities to obtain τ in the real world on
the left-hand side, and in the ideal world on the right-hand side:

Pr [Θreal = τ ] ≥ Pr [Θideal = τ ] .

Our claim in Lemma 3 follows.

4.2 Analysis of HtTBC for Single-Block Outputs
Before we study the terms of ε and DP in Theorem 1 for ZMAC+, we derive a small
corollary when the output length is limited to only a single block for each query.

Corollary 1. Let H be ε1-tAXU and ε2-AU. Let L� L, π̃ � P̃erm(T ′, {0, 1}n), and let
dmax = 1. Then, it holds for any PRF adversary on HtTBC[π̃, H] that makes at most q
queries that

AdvPRF
HtTBC[π̃,H](A) ≤

(
q

2

)
·
(

2ε1
2n + ε2

)
.

The proof of Corollary 1 can be conducted similarly as that of Theorem 1 and is therefore
omitted. The core observation is that all queries are restricted to a single output block,
and therefore bad2 represents the event of a collision of (Y i, Xi) = (Y j , Xj) for i 6= j;
hence, its probability is at most q2/2 · ε2.

5 DP-Analysis of ZHash
This section bounds the probability of output differences of the form (0, 〈k〉t) for integers
k for ZHash.
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Theorem 2. Let π̃ � P̃erm(T ′, {0, 1}n). Let (M,d), (M ′, d′) ∈ M×D be distinct and
M ← Encoden,t(M,d) andM ′ ← Encoden,t(M,d) s. t. M,M ′ ∈ {0, 1}n+t have at most
m and m′ (n+ t)-bit blocks each, where 1 ≤ m ≤ m′ < 2min{n,t}−2. Then

d+d′−2∑
k=0

DPZHash[π̃] [M,M ′ (0n, 〈k〉t)] ≤
{

2(d+d′)
2n if C1,

2(m+m′+1)
2n+min{n,t} + 4(d+d′)

2n+min{n,t} otherwise.

The Boolean variable C1 is true iff m = m′ and there exists s ∈ {1, . . . ,m} s. t. M [s] 6=
M ′[s] and M [i] = M ′[i] for all i 6= s.

Proof. The proof follows a similar strategy as the collision bound proof of ZHash by
Iwata et al. [IMPS17]. Let M = (M [1], . . . ,M [m]) and M ′ = (M ′[1], . . . ,M ′[m′]), be two
distinct messages after the encoding, which ensures that m and m′ cannot be 0. Further,
let (Y,X) = ZHash[π̃](M) and (Y ′, X ′) = ZHash[π̃](M ′) denote their respective outputs.
W.l.o.g., we assume m ≤ m′. We denote the blockwise components ML[i], MR[i], M ′L[i],
M ′R[i], Si = 2i−1L⊕ML[i], Ti = 2i−1R⊕MR[i], Yi = π̃Ti(Si), and Xi = MR[i]⊕ Yi. The
corresponding variables S′i, T ′i , Y ′i , and X ′i are defined analogously. Moreover, we write
their differences as ∆X = X ⊕X ′, ∆Y = Y ⊕ Y ′, etc; furthermore, we define the factors
of the bottom lane in ZHash by λi

def= 2m+1−i and λ′i
def= 2m′+1−i when m and m′ are

clear from the context. In the following, we distinguish between two mutually exclusive
scenarios: t ≤ n and t > n and consider four cases in each scenarios. All together, they
represent all possible options.

Scenario t ≤ n. We start with the scenario that t ≤ n.

Case 1: m = m′ and there exists s ∈ {1, . . . , m} s.t. M [s] 6= M ′[s] and M [i] =
M ′[i] for all i 6= s. In this case, it holds that

∆X =
m⊕
i=1

∆Xi = ∆Xs and ∆Y =
m⊕
i=1

λi ·∆Yi = λs ·∆Ys.

Since ∆Xs = msbt(∆Ys), we can rewrite our condition as{
∆Xs = 〈k〉t
∆Ys = 0n

⇐⇒

{
msbt (∆Ys)⊕∆MR[s] = 〈k〉t
∆Ys = 0n.

So, this case holds iff ∆Ys = 0n and ∆MR[s] = 〈k〉t. Any other option, e. g., ∆MR[s] 6= 〈k〉t
results in zero probability in this case. The fact that ∆Ys = 0n implies that the inputsMR[s]
and M ′R[s] must differ. So, since we sample Ys and Y ′s from independent permutations,
the probability to obtain ∆Ys = 0n is 1/2n, independent from the tweak length t. For
fixed k, it follows for this case that

DPZHash[π̃] [M,M ′, (0n, 〈k〉t)] ≤
1
2n .

Note that, since all cases are mutually exclusive, the remaining cases assume that Case 1
does not occur. In the remaining cases 2 through 4, we first regard arbitrary differences
(∇Y,∇X) ∈ {0, 1}n × {0, 1}t, and will concentrate on differences (0, 〈k〉t) later.

Case 2: m = m′ and there exist r, s ∈ {1, . . . , m} s.t. r 6= s, M [r] 6= M ′[r],
and M [s] 6= M ′[s]. Since there may exist more than two blocks where M and M ′

differ, we fix r and s to denote the two smallest distinct indices where M [r] 6= M ′[r], and
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M [s] 6= M ′[s]. For both M and M ′, we fix all other values Yi and Y ′i , for all 1 ≤ i ≤ m,
i 6= r, and i 6= s. In this case, it holds that

∆X = ∆Xr ⊕∆Xs ⊕∆1, ∆1
def= ∇X ⊕

⊕
1≤i≤m,i6∈{r,s}∆Xi,

∆Y = λr ·∆Yr ⊕ λs ·∆Ys ⊕∆2, ∆2
def= ∇Y ⊕

⊕
1≤i≤m,i6∈{r,s} λi ·∆Yi.

As in the AU proof by Iwata et al., the terms ∆1 and ∆2 are XOR-sums of variables ∆Xi

and ∆Yi which are determined by sums of random variables Yi and Y ′i , and the sums of
message blocks MR[i] and M ′R[i], respectively. We can rewrite the above to{

∆X = ∇X
∆Y = ∇Y

⇐⇒

{
msbt (∆Yr ⊕∆Ys) = ∆3

λr ·∆Yr ⊕ λs ·∆Ys = ∆2,

for ∆3 = ∆1 ⊕∆MR[r]⊕∆MR[s]. We can further transform it to

Pr
[

∆X = ∇X,
∆Y = ∇Y

]
≤ max

∆3∈{0,1}t

∆2∈{0,1}n

∑
∆4∈{0,1}n

msbt(∆4)=∆3

Pr
[

∆Yr ⊕∆Ys = ∆4,

λr ·∆Yr ⊕ λs ·∆Ys = ∆2

]
.

As stated by Iwata et al., for any ∆2 and ∆4, the equational system above has a unique
solution since r 6= s and λr 6= λs:

∆Yr = (λs∆4 ⊕∆2) · (λr ⊕ λs)−1

∆Ys = ∆4 ⊕∆Yr.

We cannot assume that the variables ∆Yr and ∆Ys are independent or result from random
tweaked permutations. However, we can distinguish between two subcases, namely whether
the tuple (Sr, Tr) is unique or not. We define a Boolean variable STColl(r) that, for an
index r, is true iff there exists some i 6= r s. t. (Sr, Tr) = (Si, Ti) or (Sr, Tr) = (S′i, T ′i ). If
STColl(r) is false, then we call the tuple (Sr, Tr) fresh and non-fresh otherwise. Assuming
that t ≥ n, it holds that

Pr [STColl(r)] ≤ (m+ 1) + (m′ + 1)− 1
2n+t = m+m′ + 1

2n+t ,

where the additional block in m + 1 and m′ + 1, respectively, stems from the encoding
of the output length d. A similar argument can be formulated for an event STColl(s)
that is true if (Ss, Ts) is not fresh. We define composite random variables STColl(i, j) =
STColl(i) ∨ STColl(j), which are true iff any or both of two blocks of interest is not fresh,
for given i, j ∈ {1, . . . ,m′}. So, the probability that any of these two events occurs, i. e.,
that STColl(r, s) is true, can be upper bounded by 2(m+m′+1)

2n+t , and we can focus on the
case that (Sr, Tr) and (Ss, Ts) are fresh. Then, the point probabilities of Yr and that for
Ys are 1/(2n − (m+m′ + 1)) each. It follows that

Pr
[

∆X = ∇X,
∆Y = ∇Y

]
≤ 2(m+m′ + 1)

2n+t +

 max
∆3∈{0,1}t

∆2∈{0,1}n

∑
∆4∈{0,1}n

msbt(∆4)=∆3

1
(2n − (m+m′ + 1))2


≤ 2(m+m′ + 1)

2n+t + 2n−t
(2n − (m+m′ + 1))2

≤ 2(m+m′ + 1)
2n+t + 4

2n+t ,

using the assumption that m+m′ < 2n−2.
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Case 3: m′ = m + 1. Here, we can isolate the blocks M [m], M ′[m], and M ′[m+ 1]:

∆X = X ′m+1 ⊕X ′m ⊕Xm ⊕∆1, ∆1
def= ∇X ⊕

⊕m−1
i=1 ∆Xi,

∆Y = λ′m+1 · Y ′m+1 ⊕ (λ′m ⊕ λm) ·∆Ym ⊕∆2, ∆2
def= ∇Y ⊕

⊕m−1
i=1 (λ′i ⊕ λi) ·∆Yi.

It holds that λ′m+1 = λm = 2 and λ′m = 22. The terms ∆1 and ∆2 are again XOR sums of
variables ∆Xi, ∆Yi, that themselves are determined by sums of random variables Yi, Y ′i ,
and the sums of message blocks MR[i] and M ′R[i], respectively. So, we can derive that{

∆X = ∇X
∆Y = ∇Y

⇐⇒

{
msbt

(
Y ′m+1 ⊕ Y ′m ⊕ Ym

)
= ∆3

2
(
Y ′m+1 ⊕ 2Y ′m ⊕ Ym

)
= ∆2,

for ∆3 = ∆1 ⊕M ′R[m+ 1]⊕∆MR[m]. It follows that

Pr
[

∆X = ∇X
∆Y = ∇Y

]
≤ max

∆1∈{0,1}t

∆2∈{0,1}n

∑
∆3∈{0,1}n

msbt(∆3)=∆1

Pr
[

Y ′m+1 ⊕ Y ′m ⊕ Ym = ∆3

2
(
Y ′m+1 ⊕ 2Y ′m ⊕ Ym

)
= ∆2

]

By substituting A = Y ′m+1 ⊕ Ym and B = Y ′m and ∆4 = 2−1∆2, we obtain{
A⊕B = ∆3

A⊕ 2B = ∆4

Again, we can distinguish whether (S′m+1, T
′
m+1) is fresh or not. For a positive integer r,

we define Boolean variables STColl′(r) similarly as STColl(r). STColl′(r) is true iff there
exists no i s. t. (S′r, T ′r) = (S′i, T ′i ) or (S′r, T ′r) = (Si, Ti). We can rewrite the equational
system above to

Pr
[
A⊕B = ∆3

A⊕ 2B = ∆4

]
≤ Pr

[
A⊕B = ∆3

A⊕ 2B = ∆4

∣∣∣∣∣¬STColl′(m+ 1)
]

+ Pr
[
STColl′(m+ 1)

]
.

In the latter case, it holds that

Pr
[
STColl′(m+ 1)

]
≤ m+m′ + 1

2n+t .

So, we can concentrate on the former case in the remainder of this case. If (S′m+1, T
′
m+1)

is fresh, the point probability of Y ′m+1 is at most 1/(2n − (m+m′ + 1)). The equational
system has a unique solution (A,B) over F2n . The probability that B is the correct value
is at most 1/(2n− (m+m′+ 1)). Since A contains Y ′m+1 and B does not, A is independent
from B under the assumption of ¬STColl′(m+ 1). The probability that Y has the correct
value to fulfill both equations is at most 1/(2n−(m+m′+1)). Hence, using m+m′ < 2n−2

and summing over at most 2n−t values ∆3 s. t. msbt(∆3) = ∆1, the probability becomes

Pr
[

∆X = ∇X
∆Y = ∇Y

]
≤ m+m′ + 1

2n+t + 2n−t
(2n − (m+m′ + 1))2 ≤

m+m′ + 1
2n+t + 4

2n+t .

Case 4: m′ ≥ m + 2. We can isolate the blocks M ′m′ and M ′m′−1 and obtain

∆X = X ′m′ ⊕X ′m′−1 ⊕∆1, ∆1
def= ∇X ⊕

⊕m
i=1 ∆Xi

∆Y = λ′m′ · Y ′m′ ⊕ λ′m′−1 · Y ′m′−1 ⊕∆2, ∆2
def= ∇Y ⊕

⊕m
i=1 λi · Yi ⊕ λ′i · Y ′i .
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Again, we can upper bound the probability that (S′m′ , T ′m′) or (S′m′−1, T
′
m′−1) are non-fresh

by 2(m+m′+1)
2n+t and focus on the opposite case in the remainder. We obtain an equational

system similar to the one in Case 3. Following a similar argumentation that the point
probability of Y ′m′ and Y ′m′−1 is at most 1/(2n−(m+m′+1)) each, and usingm+m′ < 2n−2,
the collision probability in this case becomes

Pr
[

∆X = ∇X
∆Y = ∇Y

]
≤ 2(m+m′ + 1)

2n+t + 2n−t
(2n − (m+m′ + 1))2 ≤

2(m+m′ + 1)
2n+t + 4

2n+t .

For all cases except Case 1, we obtained an upper bound on the differential probability for
t ≤ n and arbitrary (∇Y,∇X), that is also an upper bound for specific differences of the
form (0n, 〈k〉t):

Pr
[

∆X = 〈k〉t
∆Y = 0n

∣∣∣∣∣¬C1
]
≤ Pr

[
∆X = ∇X
∆Y = ∇Y

∣∣∣∣∣¬C1
]
≤ 2(m+m′ + 1)

2n+t + 4
2n+t .

Scenario t > n. It remains to consider the Scenario t > n. In Case 1, M and M ′ differ
in exactly one block s. The same argumentation as in Case 1 for the Scenario t ≤ n applies
also here: the tweak inputs to π̃ must differ in order to produce (0, 〈k〉t). And the bound
for Yr = Y ′r is again at most 1/2n since the permutations used to process M [s] and M ′[s]
are independent. In Case 2, it holds that m = m′ and there exist two indices r 6= s s. t
M [r] 6= M ′[r] and M [s] 6= M ′[s]. The reasoning is analogous to the corresponding case
when t ≤ n holds, and the bound differs only in the sense that we do not limit our interest
to the most significant t bit of Y . So, the probability in this case is upper bounded by

2(m+m′ + 1)
2n+t + 1

(2n − (m+m′ + 1))2 ≤
2(m+m′ + 1)

2n+t + 4
22n .

A similar statement and the same bound holds for the cases when m′ ≥ m. The bound in
Theorem 2 follows from summing over at most d+ d′ − 1 possible differences (0n, 〈k〉t) for
the case when the blocks of interest are fresh.
It remains to derive the bound over the sequence of all q messages in the following.
Lemma 4. Let π̃ � P̃erm(T ′, {0, 1}n). Given q pairwise distinct tuples (M i, di) ∈M×D
and their encodings M i ← Encoden,t(M i, di) s. t. all M i consist of less than 2min{n,t}−3

(n+ t)-bit blocks each, and of at most σ blocks in total, and s. t.
∑q
i=1 d

i ≤ σ′. Then

max
M1,...,Mq

q∑
i<j

di+dj−2∑
k=0

DPZHash[π̃]
[
M i,M j , (0n, 〈k〉t)

]
≤ 2σ′

2n + 2(q − 1)σ + q2 + 4(q − 1)σ′
2n+min{n,t} .

Proof. For Case 1, it holds that mi = mj and there exists s ∈ {1, . . . ,mi} s. t. M i[s] 6=
M j [s] and M i[i] = M j [i] for all i 6= s. As described in the proof of Theorem 2, it must
hold in this case that ∆Ys = 0n and ∆MR[s] = 〈k〉t. We reorder the query indices such
that d1 ≤ d2 ≤ . . . ≤ dq holds. For each message M i

R[s], and any fixed k, there is at most
one message M j

R[s] (and, since all other blocks are equal, for each message M i and fixed
k, there is at most one message M j) that can produce the desired difference. This applies
to every k ≤ d+ d′ ≤ 2dmax. So, for a fixed message M and a fixed block index s, there
are at most d+ d′ messages that can produce our difference. It follows that

max
M1,...,Mq

q∑
i<j

di+dj−2∑
k=0

DPZHash[π̃]
[
M i,M j , (0n, 〈k〉t)

]

≤ max
M1,...,Mq

q∑
i=1

2(di−1)∑
k=0

1
2n ≤ max

M1,...,Mq

q∑
i=1

2di
2n ≤

2σ′
2n .
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Concerning the remaining terms of the other cases but Case 1, we can rewrite the bound
over all message pairs as
q∑
i<j

(
2(mi +mj + 1)

2n+min{n,t} + 4(di + dj)
2n+min{n,t}

)
≤ 2(q − 1)σ

2n+min{n,t} +
q∑
i<j

(
2

2n+min{n,t} + 4(di + dj)
2n+min{n,t}

)

≤ 2(q − 1)σ + q2 + 4(q − 1)σ′
2n+min{n,t} ,

where we used
q∑
i<j

(mi +mj) = (q − 1)σ and
q∑
i<j

(di + dj) = (q − 1)σ′.

The sum of all terms yields then our bound in Lemma 4.

6 tAXU-Analysis of ZHash
Theorem 3. Let π̃ � P̃erm(T ′, {0, 1}n). LetM,M ′ ∈ ({0, 1}n+t)∗ be distinct and consist
of at most m and m′ (n + t)-bit blocks, respectively, with 1 ≤ m ≤ m′ < 2min{n,t}−3.
Then, ZHash[π̃] is (n, t, ε)-tAXU for

ε ≤ 2(m+m′ + 1)
2n+min{n,t} + 4

2min{n,t} .

Proof. The proof follows a similar strategy as that of Theorem 2, where we consider the
same two scenarios (1) t ≤ n and (2) t > n, as well as the same four cases for each scenario
as in the previous two sections. Though, this time, we are interested in upper bounding

max
∇X∈{0,1}t

Pr [∆X = ∇X] .

Scenario t ≤ n. Again, we start with the scenario t ≤ n. Though, we consider Case 2
first. We adopt the random variables STColl(i) and the composite random variables
STColl(i, j) = STColl(i) ∨ STColl(j) from the previous section; more precisely, in Case 2,
STColl(r, s) is true iff (Sr, Tr) and/or (Ss, Ts) are not fresh. Again, r and s denote the
smallest indices in Case 2 for which Mr 6= M ′r and Ms 6= M ′s holds. The probability that
STColl(r, s) is true is at most 2(m+m′ + 1)/2n+t. For the (n, t, ε)-tAXU bound, we allow
arbitrary differences ∆Y . So, for Case 2, it follows that

max
∇X∈{0,1}t

Pr [∆X = ∇X] ≤ Pr [STColl(r, s)] + max
∇X∈{0,1}t

Pr [∆X = ∇X| ¬STColl(r, s)]

≤ 2(m+m′ + 1)
2n+t + 4 · 2n

2n+t = 2(m+m′ + 1)
2n+t + 4

2t .

In Case 4, we use instead a random variable STColl(m′,m′ − 1) that is true iff (Sm′ , Tm′)
and/or (Sm′−1, Tm′−1) are not fresh. Its probability and that for any difference is equal to
those in Case 2. So, the same upper bound as in Case 2 holds also in Case 4.
It remains to consider Cases 1 and 3. We continue with Case 1, where m = m′ and there
exists s ∈ {1, . . . ,m} s.t. M [s] 6= M ′[s] and M [i] = M ′[i] for all i 6= s. We define STColl(s)
to be true iff (Ss, Ts) is not fresh, and upper bound its probability by (m+m′ + 1)/2n+t.
We can then assume it is fresh in the remainder, and the point probability of Ys for any
point is at most 1/(2n − (m+m′ + 1)). In this case,

∆Xs = msbt (∆Ys)⊕∆MR[s].
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from which it follows that for fixed messages M , and M ′,

max
∇X∈{0,1}t

Pr [∆X = ∇X] = max
∇X∈{0,1}t

∑
∆1∈{0,1}n

msbt(∆1)=∇X⊕∆MR[s]

Pr [∆Y = ∆1] .

Hence,

max
∇X∈{0,1}t

Pr [∆X = ∇X]

≤ Pr [STColl(s)] + max
∇X∈{0,1}t

Pr [∆X = ∇X| ¬STColl(s)]

≤ Pr [STColl(s)] + max
∇X∈{0,1}t

∑
∆1∈{0,1}n

msbt(∆1)=∇X⊕∆MR[s]

Pr [∆Y = ∆1]

≤ m+m′ + 1
2n+t + 2n−t

2n − (m+m′ + 1) ≤
m+m′ + 1

2n+t + 2
2t ,

for m+m′ < 2n−1.
In Case 3, we can apply a similar argument as in Case 1. In Case 3, M ′ exceeds M by one
block, M ′[m+ 1]. So, we can distinguish whether STColl′(m+ 1) holds or not. Again, we
obtain an upper bound of

max
∇X∈{0,1}t

Pr [∆X = ∇X] ≤ m+m′ + 1
2n+t + 2n−t

2n − (m+m′ + 1) ≤
m+m′ + 1

2n+t + 2
2t .

Scenario t > n. The argumentation is similar for the scenario when t > n. In Case 1,
we bound again the probability that (Ss, Ts) is not fresh and consider the opposite case.

m+m′ + 1
22n + 1

2n − (m+m′ + 1) ≤
m+m′ + 1

22n + 2
2n .

In Case 3, we bound the probability that (S′m+1, T
′
m+1) is fresh or not and obtain the same

upper bound as in Case 1. In the remaining cases, the probability is at most

2(m+m′ + 1)
22n + 1

(2n − (m+m′ + 1))2 ≤
2(m+m′ + 1)

22n + 4
2n .

Our bound in Theorem 3 follows.

Corollary 2. Let ẼK be defined as in Section 3, and let K � K. Let A be a VOLPRF
adversary on ZMAC+[Ẽ] that runs in time at most time, makes at most q queries of
at most m ≤ 2min{n,t}−3 (n+ t)-bit blocks each and at most σ blocks in total, and whose
output lengths di sum up to at most σ′. Then, it holds that

AdvVOLPRF
ZMAC+[Ẽ]

(A) ≤ (σ′)2

2n ·
(

4m+ 2
2n+min{n,t} + 4

2min{n,t}

)
+ 2σ′

2n +

2(q − 1)σ + q2 + 4(q − 1)σ′
2n+min{n,t} + AdvTPRP

Ẽ
(A′),

where A′ is a TPRP adversary on Ẽ that asks at most σ+ q+σ′+ 2 queries to its oracles
and runs in time at most time +O(σ + q + σ′ + 2).

The bound in Corollary 2 follows from (1) using a standard argument to replace Ẽ with
π̃ � P̃erm(T ′, {0, 1}n), and (2) applying and condensing the bounds from Theorems 1, 2, 3,
and Lemma 4. Below, we derive a bound where each query outputs 2n bit for comparability
of the security of ZMAC+ with that of ZMAC.
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Table 2: Estimated performance values in cycles/byte for processing a long message M (≥
64 kByte) with ZMAC+[ẼK ] instantiations for selected tweakable block ciphers on Intel Skylake
with AES-NI enabled.

Output length

TBC ẼK n bit |M | bit

Deoxys-BC-256 0.62 1.49
Deoxys-BC-384 0.61 1.60
Skinny-128/256 2.08 6.20
Skinny-128/384 1.62 6.42

Corollary 3. Let di = 2 for 1 ≤ i ≤ q, and all further assumptions as in Corollary 2.
Then, it holds that

AdvVOLPRF
ZMAC+[Ẽ]

(A) ≤ 4q2

2n ·
(

4m+ 2
2n+min{n,t} + 4

2min{n,t}

)
+ 4q

2n + 2(q − 1)σ + q2 + 8(q − 1)q
2n+min{n,t} +

AdvTPRP
Ẽ

(A′),

where A′ is a TPRP adversary on Ẽ that asks at most σ + 3q + 2 queries to its oracles
and runs in time at most time +O(σ + 3q + 2).

7 Potential Instantiations
The appropriate instantiations that were suggested for ZMAC [IMPS17] apply naturally
also to ZMAC+: one can imagine the same speed as ZMAC when instantiated with dedi-
cated tweakable block ciphers, e. g., the Deoxys-BC variants [JNP16] Deoxys-BC-256 or
Deoxys-BC-384, or the Skinny versions [BJK+16] Skinny-128/256 or Skinny-128/384.
For long messages, Iwata et al. [IMPS17] reported performance figures of 0.87 and 0.99 cy-
cles/byte on a single-core Intel Skylake i5-6600 with AES-NI for encrypting long messages
in a fully parallel fashion with Deoxys-BC-256 and Deoxys-BC-384, respectively, and
4.12 and 4.8 cycles/byte for Skinny-128/256 or Skinny-128/384, respectively. They point
out that those figures are expected to hold for modes where the tweak is used as counter,
and experienced a performance-penalty factor of 1.4 for Deoxys-BC-256, a factor of
1.8 for Deoxys-BC-384, and no significant slow-down for the Skinny versions, when
used with random tweaks. Table 2 compares performance estimates when processing long
messages on Intel Skylake with AES-NI enabled, for the example scenarios of single-block
and long (message-length) outputs. Clearly, the difference results in the additional TBC
call per output block. We stress that the performance values for ZMAC and ZAE in
[IMPS17] were also only estimations, and may differ in practical implementations.

8 Conclusion
This work proposed ZMAC+, a VOLPRF based on the combination of ZHash with the
finalization ZFin+ that replaced of the sum of permutations from the original ZMAC. We
introduced a per-query parameter that allows flexible tuning of the output length. The use
of ZHash allows to inherit all its advantages: it is fully parallelizable, processes n+ t-bit
per TBC call in the hashing process, and uses only a single primitive under a single key.
Moreover, ZMAC+ could avoid the term O(σ2/2n+min{n,t}) from the security bound of
ZMAC while retaining a practical tweak space of only three different permutations that
can be realized e. g., by reserving two tweak bits for the domain.
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