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\textbf{Abstract.} The tweakable Even-Mansour construction generalizes the conventional Even-Mansour scheme through replacing round keys by strings derived from a master key and a tweak. Besides providing plenty of inherent variability, such a design builds a tweakable block cipher from some lower level primitive. In the present paper, we evaluate the multi-key security of TEM-1, one of the most commonly used one-round tweakable Even-Mansour schemes (formally introduced at CRYPTO 2015), which is constructed from a single \(n\)-bit permutation \(P\) and a function \(f(k, t)\) linear in \(k\) from some tweak space to \(\{0, 1\}^n\). Based on giant component theorem in random graph theory, we propose a collision-based multi-key attack on TEM-1 in the known-plaintext setting. Furthermore, inspired by the methodology of Fouque et al. presented at ASIACRYPT 2014, we devise a novel way of detecting collisions and eventually obtain a memory-efficient multi-key attack in the adaptive chosen-plaintext setting.

As important applications, we utilize our techniques to analyze the authenticated encryption algorithms Minalpher (a second-round candidate of CAESAR) and OPP (proposed at EUROCRYPT 2016) in the multi-key setting. We describe known-plaintext attacks on Minalpher and OPP without nonce misuse, which enable us to recover almost all \(O(2^{n/3})\) independent masks by making \(O(2^{n/3})\) queries per key and costing \(O(2^{2n/3})\) memory overall. After defining appropriate iterated functions and accordingly changing the mode of creating chains, we improve the basic blockwise-adaptive chosen-plaintext attack to make it also applicable for the nonce-respecting setting.

While our attacks do not contradict the security proofs of Minalpher and OPP in the classical setting, nor pose an immediate threat to their uses, our results demonstrate their security margins in the multi-user setting should be carefully considered. We emphasize this is the very first third-party analysis on Minalpher and OPP.
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\section{Introduction}

\subsection{Multi-key Analysis}

With regard to the cryptanalysis, cryptosystems are mostly evaluated in the single-key and related-key models. In the former, adversaries have access to the scheme equipped with a uniformly random key, without any knowledge of the key. In the latter, the scheme is equipped individually with related keys, whose values are secret but relations are known. Both models have shown great benefits in analyzing cryptographic schemes,
and continuously motivated the advance of practically secure new designs [BW00, BK09, DFJ13, Mav15]. However, even when the schemes show sufficient strength in the above two models, in practical applications their secret keys need to be renewed within every particular period (usually called key lifetime), to avoid key guessing attacks by brute force and keep sufficient security margin against normal attacks. Furthermore, the renewed keys should be random as well as independent from all previously used keys.

As a consequence, a new model that assumes multiple independent keys are equipped individually in the same cryptosystem has more practical significance. Mantin et al. [MS01] capture this by proposing broadcast setting, where a single unknown plaintext is encrypted for several times with distinct keys and then sent to individual recipients. Afterwards, Chatterjee et al. introduce multi-user setting [CMS11], in which the same message is either authenticated or encrypted with multiple keys, and describe how the adversary can recover one key by observing tag or ciphertext collisions and corrupting its related key. Recently, Mouha et al. formally define the multi-key setting [ML15], a more generalized model where plaintexts need not be the same in communications to different users, and the secret keys need not be corresponding to their used keys. All the same, the distinct keys should be uniformly random and independent from each other. Adversaries can collect scheme outputs (corresponding to their chosen inputs or not) under all keys, and try to corrupt the scheme security under any of them.

Obviously, the multi-key setting is more close to practice than the broadcast and multi-user setting (also than the usual single-key/related key model). The reason is that even for a single user, she may encrypt or authenticate plaintexts with multiple keys due to the frequently happened re-keying operations. Such operation is often resulted by the common implementation practice to use session keys [MOV96], and is also necessary in certain scenarios to avoid cryptographic attacks or to comply with existing standards [BDJR97]. In practical communications, IETF requires that IKE, ESP, and AH security associations use secret keys that should be used only for a limited amount of time [RFC05]. NIST not only recommends to limit the number of message blocks under the same key, but also to limit the number of MAC failures before rekeying is required [Dwo05]. For example, the amount of plaintext that can be processed under the same key is limited to 32 GB for 3-key Triple-DES, and to 16 MB for 2-key Triple-DES [BB12]. Any GCM key that is established among its intended users shall, with high probability, be fresh [Dwo07].

More specifically, multi-key analysis has shown strong ability in evaluating practical schemes. AlFardan et al. [ABP+13] show that it is a realistic attack vector in the case of TLS to obtain the encryption of one secret under multiple independent keys. They explain that this can be done by either using JavaScript malware to generate multiple sessions, or causing the session to be terminated, after which some applications automatically reconnect and retransmit the cookie or password. Paterson et al. mount an effective statistical plaintext recovering attack on RC4 in IEEE WPA/TKIP [PPS14], and further improve the attacks by recovering user passwords in TLS [GPV15]. In a nutshell, just as insisted by Menezes in the invited talk [Men12] at EUROCRYPT 2012, cryptographers have to consider multi-key analysis when devising or analyzing cryptosystems.

1.2 Tweakable Even-Mansour

Given a public permutation $P$, the simplest way to design a block cipher is to iterate $P$ by inserting random keys $k_1, \cdots, k_{r+1}$ in between, i.e.

$$EM_{k_1, k_2, \cdots, k_{r+1}}(m) = P(\cdots P(m \oplus k_1) \oplus k_2) \oplus \cdots \oplus k_{r+1},$$

where the round keys can be either independent of each other or derived from a master key. One-round such construction is firstly analyzed by Even et al. [EM97], and $r$-round such construction is specially introduced as key-alternating ciphers to facilitate the analysis on
AES [DR02], which inspires many new designs of symmetric cryptographic algorithms. We interchangeably call $EM_{k_1, \ldots, k_{r+1}}$ an Even-Mansour cipher. Its distinguishing features, e.g. simple and elegant structure, light or even no key scheduling, make it extremely suitable for compact implementations and thus attract considerable attention in recent years [Din15, DKS12, FJM14, ML15].

In addition, tweaking such ciphers with an extra input is an interesting and useful direction, in the spirit of tweakable block ciphers proposed by Liskov et al. [LRW11]. By sharing a single key with each other, tweakable block ciphers behave like independently (super) pseudorandom permutations, as long as their tweaks are pairwise distinct. The obtained variability over standard block ciphers and saved re-keying operations greatly simplify the design work for modes of operation [Rog04].

As early approaches for tweakable Even-Mansour construction, Sasaki et al. propose a concrete one-round scheme and use it to design their AE algorithm Minalpher [STA+15], which is a second-round candidate in the CAESAR competition [CAE14]. Besides, Jean et al. present a general construction named TWEAKEY framework, adopting tweaks in key scheduling of EM ciphers [JNP14]. Then independently,Cogliati et al. [CS15b] and Farshim et al. [FP15] consider a simple tweak method $k \oplus t$ in each round of EM cipher, and find attacks against two rounds and birthday-bound security for three rounds. Formally, Cogliati et al. introduce the following one-round construction:

$$TEM(k, t, m) = h_k(t) \oplus P(h_k(t) \oplus m),$$

where $h$ is a uniform and almost XOR-universal family of hash functions and $t$ is a tweak from some space [CLS15]. In the random permutation model, they show that its 2-round variant is secure up to $2^{2n/3}$ and $r$-round approaches optimal security when $r$ grows. However, since the non-linearity of $h$ will inevitably slow down the efficiency, they next aim at beyond-birthday-bound security by use of only linear tweak and key mixing, and succeed with four rounds [CS15a]. Most recently, Granger et al. revisit this approach through improving masking methods with word-oriented LFSR and powering-up-based techniques [GJMN16]. Their proposed MEM construction is finally instance as new AE schemes OPP and MRO, and shown with competitive speed.

1.3 Our Contribution

In the present paper, we evaluate the multi-key security of TEM-1, a one-round tweakable Even-Mansour scheme shown in Figure 1, which can be characterized as:

$$TEM(k, t, m) = f(k, t) \oplus P(f(k, t) \oplus m),$$

where $P$ is an $n$-bit public permutation, $k$ is a secret key, $t$ is a tweak, and $f(k, t)$ is a function linear in $k$. As discussed by [FJM14, ML15], the attack in multi-user/key setting should be more efficient than independent executions of the attack in single-key setting. Namely, in order to recover all independent keys in a large set of size $L$, the time complexity of multi-key analysis should be no more than $L \cdot 2^{k}$, where $|k|$ denotes the length of a single key.

With this goal in mind, we propose effective multi-key analyses on TEM-1 in different attack models. Several related techniques used in the collision-based cryptanalysis are

![Figure 1: TEM-1: One-round Tweakable Even-Mansour with function $f(k, t)$ linear in $k$](image-url)
first introduced in Section 2. With the help of giant component theorem in random graph theory, we afterwards present known-plaintext attacks against TEM-1 in Section 3, which enable us to recover almost all $O(2^{n/3})$ independent keys by making $O(2^{n/3})$ queries per key and costing $O(2^{2n/3})$ memory overall. Furthermore, inspired by the idea of Fouque, Joux and Mavromati, we in Section 4 devise a novel way of detecting collisions to obtain an adaptive chosen-plaintext attack, which remarkably reduce the memory complexity to $O(2^{n/3})$.

As important applications, Section 5 directly utilizes our techniques to evaluate the multi-key security of the AE algorithms Minalpher and OPP, whose state sizes are both two times larger than the corresponding key sizes. Taking $n = 256$ as an example, we are able to recover almost all masks of a group of $2^{86}$ independent keys by doing $2^{86}$ unkeyed queries and $2^{86}$ queries per key, with $2^{172}$ (resp. $2^{86}$) memory cost in the known-plaintext (resp. blockwise-adaptive chosen-plaintext) model\(^1\). Accompanied by some brief discussions, we finally conclude the paper in Section 6.

2 Overview of Collision-Based Attacks on Even-Mansour

The new attacks elaborated in this paper combine several published techniques related to collision-based attacks on Even-Mansour construction, which will be described in this section.

2.1 The Basic Collision-Based Attack on Even-Mansour

As a minimalistic design of a block cipher, the Even-Mansour construction is built using an (arbitrary) public permutation $P$ with two whitening keys $k_1$ and $k_2$, which is usually defined as:

$$EM_{k_1,k_2}(m) = P(m \oplus k_1) \oplus k_2.$$ 

There is also a minimal version of using $k = k_1 = k_2$ presented by Dunkelman et al. [DKS12] (denoted by $EM$ for simplicity), which has been proved to be secure up to the same bound as the two-key version.

In [FJM14], Fouque et al. describe a simple collision-based attack, whose idea is to apply the Davies-Meyer construction to $EM$ and to $P$. Write two functions:

$$F_{EM}(m) = m \oplus EM(m), \quad F_P(m) = m \oplus P(m).$$

Note that any collision $F_{EM}(m) = F_P(m')$ indicates that $m \oplus m'$ is a likely candidate for the secret $k$, and thereby the problem of attacking $EM$ is reduced to the problem of finding a collision between $F_{EM}$ and $F_P$. As a result, after computing $F_{EM}$ (resp. $F_P$) on $D$ (resp. $T$) distinct random values, where $DT \approx 2^{|k|}$, one expects to find the required collisions.

Moreover, as introduced in Section 2.2, the above process can be done in a memory-efficient way by using the distinguished point technique (attributed to R. Rivest and later analyzed in [BPJ99, SRQL02]). First, choose large numbers of random start points from the solution space, and then iterate a pre-defined function on each one of them. As an improvement of Hellman’s attack [Hel80], this new approach stops each chain once it reaches a set of distinguished points, which are defined according to an easily verifiable condition. For example, if the average length of each chain is $\bar{l}$, we can choose the set of distinguished points to contain points whose $\log(\bar{l})$ LSBs are zero.

\(^1\)For an ideally-secure AE scheme with $n = 2^{|k|}$, adversaries need about $O(2^{n/3} \cdot 2^{n/2}) = O(2^{5n/6})$ time to reveal all of the $O(2^{n/3})$ independent keys. So even if in the known-plaintext attack, our analysis (requiring about $O(2^{2n/3})$ memory) is still effective.
The distinguished point technique allows to find collisions in a very efficient way. Let \( g \) be a function on a set \( \Lambda \) and \( \Lambda_0 \) be a subset of \( \Lambda \) with distinguished points. Starting from a random point \( x_0 \in \Lambda \), we build chains by iteratively calculating:

\[
x_s = g(x_{s-1}).
\]

Once a distinguished point is detected, i.e. \( x_1 \in \Lambda_0 \), we stop constructing the chain by storing only the \((x_0, x_1, l)\) pair and sort the table according to \( x_l \). Two chains ending at the same distinguished point necessarily merge at some point unless one chain is a subchain of the other. The real collision can easily be recovered as soon as a collision in \( \Lambda_0 \) is detected. Indeed, for two colliding chains with length difference \( l' \), we rebuild the chain by taking exactly \( l' \) steps starting from the longer chain. Based on this point, it suffices to build both chains in parallel until a collision is reached.

Notice that the length of chains is variable, nevertheless, this does not result in a significant penalty on the theoretical time complexity. And conversely the distinguished point method has a big advantage in practical attacks, since we only need to access a pre-computed table once for (about) \( \log(\tilde{l}) \) evaluations of the iterated function in the online phase. Small number of memory lookups means the feasibility of storing them on hard disk, which is much cheaper than RAM.

### 2.2 Time/Memory/Data Tradeoff Attacks on Even-Mansour Scheme in the Classical Setting

To attack \( EM \) by use of the distinguished point method, Fouque et al. [FJM14] construct a set of chains using the public permutation \( P \) and then search for a collision with a chain obtained from the keyed permutation \( EM \). Since different iterated functions result in non-merging chains, it appears that the expected collision cannot be detected efficiently.

Here they exploit a subtle property to solve this problem. More specifically, two iterated functions\(^2\) are defined as:

\[
\Phi_s = \Phi_{s-1} \oplus EM(\Phi_{s-1}) \oplus EM(\Phi_{s-1} \oplus \delta), \]
\[
\phi_s = \phi_{s-1} \oplus P(\phi_{s-1}) \oplus P(\phi_{s-1} \oplus \delta),
\]

where \( \delta \) is a random non-zero constant and \( \Phi_s \) (resp. \( \phi_s \)) represents the \( s \)-th point on the on-line (resp. off-line) chain. For two points \( \Phi_i \) and \( \phi_j \) where \( \phi_j = \Phi_i \oplus k \), it is not difficult to check that \( \phi_{j+1} = \Phi_{i+1} \oplus k \), which implies the same relation remains with the subsequent points, i.e. two chains become parallel.

In order to complete the collision-based attack, we define a distinguished point \( \Phi_i \) as a point with a value of \( EM(\Phi_i) \oplus EM(\Phi_i \oplus \delta) \), and define a distinguished point \( \phi_j \) as a point with a value of \( P(\phi_j) \oplus P(\phi_j \oplus \delta) \). During the preprocessing phase, each off-line chain is evaluated by using iterated function \( \phi \). Once a distinguished point is detected, we stop constructing this chain by storing \((P(\phi_j) \oplus P(\phi_j \oplus \delta), \phi_j)\) pair and sort the table according to the first element. Correspondingly, an on-line chain is created by using iterated function \( \Phi \). As long as \( EM(\Phi_i) \oplus EM(\Phi_i \oplus \delta) \) is matched with an off-line distinguished point \( P(\phi_j) \oplus P(\phi_j \oplus \delta) \), \( \Phi_i \oplus \phi_j \) will be regarded as a candidate value of \( k \).

\(^2\)Despite the fact that these functions are originally used for attacking the two-key Even-Mansour, we point out here they are still applicable for the single-key version. Just as mentioned in [Din15], although simpler definitions, \( h_s = EM(H_{s-1}) \) and \( b_s = P(h_{s-1}) \), can also provide parallelism property, they are permutations (rather than non-bijective mappings) and their behavior cannot be modeled using random functions.
2.3 The Best Previous Attack on Even-Mansour Scheme in the Multi-user Setting

We now summarize the best previous attack by Fouque et al. [FJM14] on Even-Mansour scheme in the multi-user setting, which uses the giant component theorem [Bol01] in graph theory. Their main idea is to construct a graph whose vertices are users and whose edges are labelled with XOR of the corresponding keys. Through both theoretical analysis and experimental verification, they elaborate on the effectiveness and correctness of this attack.

For the sake of simplicity, we once again take the single-key Even-Mansour as an example. When considering the multi-user setting, we suppose that \( L \) different users are all using this scheme based on the same permutation \( P \), with each user having its own key \( k^{(i)} \), chosen uniformly at random and independently from the others. The off-line chains are created using the same \( \phi \) defined in Section 2.2, while for on-line chains of user \( U^{(i)} \), we use the iterated function:

\[
\Phi^{(i)}_{s+1} = \Phi^{(i)}_{s} \oplus EM^{(i)} \left( \Phi^{(i)}_{s} \oplus \delta \right),
\]

where \( EM^{(i)} \) denotes a single-key Even-Mansour with secret key \( k^{(i)} \). Similar to the previous analysis, it is easy to examine that two chains built by using \( \Phi^{(i)} \) and \( \Phi^{(j)} \) can also be parallel and their constant difference is expected to equal \( k^{(i)} \oplus k^{(j)} \).

To present a much more efficient tradeoff attack on Even-Mansour by using the graph algorithmic idea, we first construct a graph whose vertices are the users. Afterwards, we compute a small number of on-line chains for every user and a set of off-line chains for the public user (the user with the unkeyed function). For two points \( \Phi^{(i)}_{u} \) and \( \Phi^{(j)}_{v} \), whenever a collision, i.e. \( EM^{(i)} \left( \Phi^{(i)}_{u} \right) \oplus EM^{(i)} \left( \Phi^{(j)}_{v} \oplus \delta \right) = EM^{(j)} \left( \Phi^{(i)}_{u} \oplus \delta \right) \), is detected using the distinguished point technique, we add an edge between vertex \( U^{(i)} \) and \( U^{(j)} \) labelled with \( \Phi^{(i)}_{u} \oplus \Phi^{(j)}_{v} \) (which is expected to equal \( k^{(i)} \oplus k^{(j)} \)).

With the increase of the number of edges, a giant component appears in the graph with high probability. Specifically, as shown in [FJM14], we construct a random graph according to the Erdős-Rényi model, in which each possible edge connecting pairs of a given set of \( L \) vertices is present, independent of the other edges. In this case, provided that the number of edges \( cL/2 \) is larger than the number of vertices \( L \), there is with overwhelming probability a single giant component whose size is \((1 - t(c))L\), (see [Bol01]) where

\[
t(c) = \frac{1}{e} \sum_{k=1}^{\infty} \frac{k^{k-1}(ce)^k}{k!}.
\]

For instance, once \( 3L/2 \) random edges are generated among the \( L \) vertices, it is very likely that 94% of these points are in a large component. To reveal all keys of the users in this set, it suffices to find a collision between the public user and an arbitrary user in the component.

3 Known-Plaintext Attack against TEM-1

In this section, we elaborate on new known-plaintext attacks (considered as the most practical analysis model to a great extent) against TEM-1 in the multi-key setting, where TEM-1 is used under \( L \) secret keys, with each key chosen uniformly at random and independently from the others.

3.1 The Details of Our Attack

Our main idea is searching for the linear relation between an arbitrary pair of keys, taking advantage of the giant component theorem in the random graph theory. Specifically, in
a set of $L$ independent keys, we assume the number of message blocks under each key is $D$. For any $k^{(i)}$, $1 \leq i \leq L$, the encryption result of the $s$-th message block $m^{(i)}_s$ can be characterized as:

$$c^{(i)}_s \triangleq TEM(k^{(i)}, s, m^{(i)}_s) = P(m^{(i)}_s \oplus f(k^{(i)}, s)) \oplus f(k^{(i)}, s),$$

where $1 \leq s \leq D$, and $f(k^{(i)}, s)$ represents the whitening keys at the $s$-th step. After applying the Davies-Meyer construction to TEM-1, it holds that:

$$m^{(i)}_s \oplus c^{(i)}_s = P(m^{(i)}_s \oplus f(k^{(i)}, s)) \oplus m^{(i)}_s \oplus f(k^{(i)}, s).$$

Any collision between $m^{(i)}_u \oplus c^{(i)}_u$ and $m^{(j)}_v \oplus c^{(j)}_v$ indicates that $m^{(i)}_u \oplus f(k^{(i)}, u)$ is a likely candidate value of $m^{(j)}_v \oplus f(k^{(j)}, v)$. Likewise, any collision between $m^{(i)}_u \oplus c^{(i)}_u$ and $P(x_u) \oplus x_v$ means that $m^{(i)}_u \oplus x_v$ is expected to equal $f(k^{(i)}, u)$.

With this idea in mind, the problem of revealing all of the keys is reduced to searching for enough linear relations among them and then solving the system by finding a collision (or rather a few collisions) between off-line evaluations and on-line queries. For this, we utilize the graph algorithmic idea introduced in Section 2.3 to construct the system of linear equations. The procedure of our attack is shown below.

1. For $L$ independent keys, store $(m^{(i)}_s, s)$, $1 \leq i \leq L$, $1 \leq s \leq D$, in an ordered table which is sorted according to the value of $m^{(i)}_s \oplus c^{(i)}_s$.

2. Create a graph whose vertices represent all of the keys. Search for collisions between any two keys. As soon as $m^{(i)}_u \oplus c^{(i)}_u = m^{(j)}_v \oplus c^{(j)}_v$ is found, we add an edge between $k^{(i)}$ and $k^{(j)}$ labelled with $m^{(i)}_u \oplus m^{(j)}_v$ which is likely equal to $f(k^{(i)}, u) \oplus f(k^{(j)}, v)$.

3. During the off-line phase, randomly choose $T$ inputs $x_s$, $1 \leq s \leq T$, and calculate $y_s = P(x_s)$. After each evaluation, search for $x_s \oplus y_s$ from the table constructed in step (1). Once we detect $x_u \oplus y_u = m^{(j)}_v \oplus c^{(j)}_v$, $x_u \oplus m^{(i)}_u$ is probably a candidate value of $f(k^{(j)}, v)$.

4. Test $f(k^{(j)}, v)$ obtained in step (3) using another existing $(m^{(j)}_v, c^{(j)}_v)$ where $v' \neq v$. If $c^{(j)}_v = P(m^{(j)}_v \oplus f(k^{(j)}, v')) \oplus f(k^{(j)}, v')$, go to step (5). Otherwise return step (3) to search for another collision.

5. Starting from the verified $f(k^{(j)}, v)$, we solve the system of linear equations which is generated in step (2). Note that for the new candidate value obtained at each step, we need to use a trial encryption (similar to the approach in step (4)) to insure its correctness.

### 3.2 The Analysis of Our Attack

Given $L$, $D$ and $T$, it is necessary to estimate the number of collisions which can be found in step (2), since this value not only dominates the time complexity of solving the connected system, but also determines the number of keys which can be recovered. Indeed, for two random pairs, $(m^{(i)}_u, u)$ and $(m^{(j)}_v, v)$, the probability that $m^{(i)}_u \oplus f(k^{(i)}, u)$ equals $m^{(j)}_v \oplus f(k^{(j)}, v)$ (so that $m^{(i)}_u \oplus c^{(i)}_u = m^{(j)}_v \oplus c^{(j)}_v$) is $1/2^n$. In addition, by a reasonable randomness assumption, the probability of $m^{(i)}_u \oplus c^{(i)}_u = m^{(j)}_v \oplus c^{(j)}_v$ conditioned on $m^{(i)}_u \oplus f(k^{(i)}, u) \neq m^{(j)}_v \oplus f(k^{(j)}, v)$ is also $1/2^n$. Consequently, the expected number of collisions in step (2) is:

\[^A\text{A similar randomness assumption is also applied to the analysis of LEX in [DK13]. As pointed out by Dunkelman et al., such an assumptions is very delicate, so it is very important to check its validity in each concrete case of study.}\]
To confirm the validity of our known-plaintext attack on TEM-1, we implemented it where \( c \) is a small constant number, then almost all keys are in the component with correct edges. With the help of collisions found in step (3), we are finally able to reveal all keys in the connected system.

Despite being more practical, the known-plaintext attack inevitably requires plenty of memory. For instance, with \( O(2^{n/3}) \) queries per key and \( O(2^{n/3}) \) off-line calculations, the overall memory complexity of our attack to recover all of \( O(2^{n/3}) \) keys is \( O(2^{2n/3}) \).

### 3.3 Experimental Results

To confirm the validity of our known-plaintext attack on TEM-1, we implemented it on a standard PC with the lightweight block cipher SIMON32 [BSS+13] as the public permutation. Notice that our algorithm above is applicable for any linear function \( f(k, s) \) of \( k \). Here we particularly selected \( f(k, s) = \alpha^s k + s \) where \( s = 1, 2, \cdots \), and \( \alpha \) is primitive element over \( GF(2^{32}) \) with minimal polynomial \( x^{32} + x^7 + x^6 + x^2 + 1 \). We simulated \( 2^{11} \) independent keys and for each key we queried a random message string of length 3,550 \((\approx \sqrt{3} \times 2^{11})\). Experimentally we found in total 12,336 collisions in step (2). After throwing away 6,122 wrong linear relations by using another trial encryption, the remaining 6,214 correct edges constituted a giant component containing 2,043 keys. Eventually, with 2,077 off-line evaluations we deduced all keys in the system \((2,043 \approx 2,048 \times 99.7\%)\), which is basically consistent with the theoretical analysis with \( c = 3 \).

### 4 Adaptive Chosen-Plaintext Attack on TEM-1

In this section we restrict the linear function \( f \) to \( f(k, s) = \beta \alpha^s k \), where \( s = 1, 2, \cdots \), and \( \alpha, \beta \) are two arbitrary invertible linear transformations. Such \( f \) has been widely used in the design of tweakable Even-Mansour schemes, for its convincing mathematical property in the security analysis and convenient implementations. The most prominent example may be the MEM construction [GJM+16] proposed at EUROCRYPT 2016. Also, this tweak form is popular in the design of tweakable blockciphers (rather than TEM), such as OCB2 [Rog04] and some CAESAR candidates [CAE14], e.g. COPA, ELmD, OTR, POET and SHELL.

We describe multi-key attacks on this specific TEM-1 in the adaptive chosen-plaintext setting, which is much more generous with adversaries than the known-plaintext model. Compared with the attack of Section 3, we can drastically reduce the memory cost with other parameters unchanged.

#### 4.1 New Technique in Our Attack

Based on the expression of TEM-1 and the restriction on the linear function, the encryption result of the \( s \)-th message block \( m_s \) can be denoted by:

\[
TEM(k, s, m_s) = P(m_s \oplus \beta \alpha^s k) \oplus \beta \alpha^s k.
\]
In order to attack this scheme using distinguished point technique, we need to define appropriate iterated functions such that a collision, whose specific form will be given later, between on-line points and off-line ones can be efficiently detected. However, unlike the case described in Section 2.2, two chains will never have a constant difference between them due to the existence of tweaks. In order to solve this dilemma, we first randomly select a non-zero constant \( \delta \) and then define the on-line function as:

\[
\Theta_s = \Theta_{s-1} \oplus \alpha^{-s} \cdot TEM (k, s, \beta \alpha^s \Theta_{s-1}) \oplus \alpha^{-s} \cdot TEM (k, s, \beta \alpha^s \Theta_{s-1} \oplus \delta),
\]

where the startpoint \( \Theta_0 \) is randomly selected. More precisely, while calculating the \( s \)-th point \( \Theta_s \) from the \( (s-1) \)-th point \( \Theta_{s-1} \) on a \( \Theta \) chain, we have to query message blocks \( \beta \alpha^s \Theta_{s-1} \) and \( \beta \alpha^s \Theta_{s-1} \oplus \delta \) with the same tweak (i.e. whitening keys used are both \( \beta \alpha^s \)). For a better understanding, we depict the process of creating \( \Theta_1 \) and \( \Theta_s \) on a \( \Theta \) chain in Figure 2.

![Figure 2: The Procedure of constructing two points, \( \Theta_1 \) and \( \Theta_s \), on an on-line chain \( \Theta \)](image)

Similarly, for the off-line evaluation, we make use of the iterated function defined as follows:

\[
\theta_s = \theta_{s-1} \oplus \alpha^{-s} \cdot P (\beta \alpha^s \theta_{s-1}) \oplus \alpha^{-s} \cdot P (\beta \alpha^s \theta_{s-1} \oplus \delta),
\]

where \( \theta_0 \) is the startpoint chosen at random. We remark that our construction above suffices to get candidate values for the secret \( k \). Indeed, let two points \( \Theta_{u-1} \) and \( \Theta_{v-1} \) belong to a \( \Theta \) chain and a \( \theta \) chain respectively. Assume

\[
\alpha^u \Theta_{u-1} \oplus \alpha^v \Theta_{v-1} = \alpha^n \theta,
\]

and using (1), it holds that:

\[
TEM (k, u, \beta \alpha^u \Theta_{u-1}) \oplus TEM (k, u, \beta \alpha^u \Theta_{u-1} \oplus \delta) = P (\beta \alpha^u \Theta_{u-1} \oplus \beta \alpha^u k) \oplus P (\beta \alpha^u \Theta_{u-1} \oplus \beta \alpha^u k \oplus \delta)
\]

\[
= P (\beta \alpha^u \theta_{u-1}) \oplus P (\beta \alpha^u \theta_{v-1} \oplus \delta).
\]

Apply \( \beta \alpha \beta^{-1} \) on both sides of (4): \( \beta \alpha \beta^{-1} (\beta \alpha^u \Theta_{u-1} \oplus \beta \alpha^v \Theta_{v-1}) = \beta \alpha \beta^{-1} (\beta \alpha^u k) \), and then obtain

\[
\alpha^{u+1} \Theta_{u-1} \oplus \alpha^{v+1} \Theta_{v-1} = \alpha^{u+1} \theta.
\]

According to (2) and (3), the next elements, \( \Theta_u \) and \( \Theta_v \), in each of these chains will satisfy:

\[
\alpha^{u+1} \Theta_u = \alpha^{u+1} \Theta_{u-1} \oplus \alpha \cdot TEM (k, u, \beta \alpha^u \Theta_{u-1}) \oplus \alpha \cdot TEM (k, u, \beta \alpha^u \Theta_{u-1} \oplus \delta),
\]
\[ \alpha^{v+1} \theta_v = \alpha^{v+1} \theta_{v-1} \oplus \alpha \cdot P (\beta \alpha^v \theta_{v-1}) \oplus \alpha \cdot P (\beta \alpha^v \theta_{v-1} \oplus \delta). \]

Furthermore, by use of (5) and (6), we have
\[ \alpha^{u+1} \Theta_u \oplus \alpha^{v+1} \theta_v = \alpha^{u+1} \Theta_{u-1} \oplus \alpha^{v+1} \theta_{v-1} = \alpha^{u+1} k, \]
which implies
\[ TEM(k, u+1, \beta \alpha^{u+1} \Theta_u) \oplus TEM(k, u+1, \beta \alpha^{u+1} \Theta_u \oplus \delta) = P (\beta \alpha^v \theta_{v-1}) \oplus P (\beta \alpha^v \theta_{v-1} \oplus \delta). \]

As a consequence, as soon as by chance \( \beta \alpha^v \Theta_{u-1} \oplus \beta \alpha^v \theta_{v-1} = \beta \alpha^v k \) where \( \Theta_{u-1} \) is an element of a \( \Theta \) chain and \( \theta_v \) is an element of a \( \theta \) chain, the subsequent points of these chains will keep a favorable relation \( \beta \alpha^{u+\tau} \Theta_{u+\tau} \oplus \beta \alpha^{u+\tau} \theta_{v+\tau-1} = \beta \alpha^{u+\tau} k \) where \( \tau = 1, 2, 3, \ldots \).

The detection of the above phenomenon is compatible with the distinguished point technique. For the on-line chain it suffices to define a distinguished point \( \Theta_{u-1} \) as a point with a value of \( TEM(k, u, \beta \alpha^v \Theta_{u-1}) \oplus TEM(k, u, \beta \alpha^v \Theta_{u-1} \oplus \delta) \). With respect to chains built off-line, we define a distinguished point \( \theta_{v-1} \) as a point with a value of \( P (\beta \alpha^v \theta_{v-1}) \oplus P (\beta \alpha^v \theta_{v-1} \oplus \delta) \). Once \( \alpha^v \Theta_{u-1} \oplus \alpha^v \theta_{v-1} = \alpha^v k \) and \( \theta_{v-1} \) is detected as a distinguished point in a \( \theta \) chain, \( \Theta_{u-1} \oplus \alpha^v \theta_{v-1} \) is also a distinguished point in the \( \Theta \) chain (i.e. these two distinguished points collide), and thereby \( \alpha^{-(u+\tau)} (\alpha^{u+\tau} \Theta_{u-1} \oplus \alpha^{u+\tau} \theta_{v-1}) \) provides a candidate value for \( k \).

A significant difference compared with the methodology of Fouque et al. is that chains created by our iterated functions become no longer parallel. Nevertheless, it has no influence on the key-recovery attack. Through skillfully choosing queries of each step (rather than simply inquiring the preceding point), we guarantee that the desired collision can be efficiently detected with appropriate definitions of distinguished points, which suffices to suggest the secret key.

4.2 Experimental Results

We implemented our attack on the specific TEM-1 to confirm its validity. Again, SIMON32 with a fixed key was used as the internal permutation, but unlike the experiment in Section 3.2, hereon we chose \( f(k, s) = \beta \alpha^v k \), where \( s = 1, 2, \cdots \), and \( \beta, \alpha \) are two elements over \( GF(2^{32}) \) (where the associated irreducible polynomial is \( x^{32} + x^7 + x^6 + x^2 + 1 \)). Through using distinguished points containing 13 zeroes and bounding the length of chains to \( 2^{15} \), in all we generated 71 available off-line chains after throwing away 48 merging chains and abandoning one chain suspected to contain a loop. On the other side, the process of constructing one on-line chain was carried out 100,000 times, where we could find a collision between off-line distinguished points and on-line distinguished point 53,605 times, among which we successfully recovered the correct key 53,604 times. This result basically coincides with the birthday paradox as the number of points evaluated off-line is approximately \( 2^{13+6} \) and the on-line chain is of average length \( 2^{13} \).

4.3 The Procedure of Our Attack

We now present an adaptive chosen-plaintext attack on the specific TEM-1 in the multi-key setting, taking advantage of the technique shown in Section 4.1 and the methodology of Fouque et al. presented in Section 2.3. The main idea is to construct chains by using a function based on this TEM-1 and then search for collisions between them. In a set of \( L \) independent keys, we define the iterated function for \( k^{(i)} \) as:
\[ \Theta_s^{(i)} = \Theta_{s-1}^{(i)} \oplus \alpha^{-s} \cdot TEM \left( k^{(i)}, s, \beta \alpha^s \Theta_{s-1}^{(i)} \right) \oplus \alpha^{-s} \cdot TEM \left( k^{(i)}, s, \beta \alpha^s \Theta_{s-1}^{(i)} \oplus \delta \right), \]
where \( 1 \leq i \leq L \) and \( s = 1, 2, 3, \cdots \). Correspondingly, to create off-line chains we define the unkeyed iterated function for \( k^{(0)} \) as:
\[ \theta_s = \theta_{s-1} + \alpha^{-s} \cdot P (\beta \alpha^s \theta_{s-1}) + \alpha^{-s} \cdot P (\beta \alpha^s \theta_{s-1} + \delta) . \]

For on-line chains of \( k^{(i)} \), we define a distinguished point \( \Theta_{u-1}^{(i)} \) as a point with a value of \( TEM(k^{(i)}, u, \alpha^u \Theta_u^{(i)} + \delta) \), while for off-line chains, we define a distinguished point \( \theta_{u-1} \) as a point with a value of \( P (\beta \alpha^u \theta_{u-1}) + \delta \). On the one hand, whenever a collision between on-line distinguished points among different keys, \( \Theta_{u}^{(i)} \) and \( \Theta_{u}^{(j)} \), is detected, \( \alpha^{u'+1} \Theta_u^{(i)} + \alpha^{u'+1} \Theta_u^{(j)} \) provides a candidate value for \( \alpha^{u'+1} k^{(i)} + \alpha^{u'+1} k^{(j)} \). On the other hand, once an on-line distinguished point \( \Theta_u^{(i)} \) is matched with an off-line distinguished point \( \theta_{v'} \), \( \alpha^{u'+1} \Theta_u^{(i)} + \alpha^{u'+1} \theta_{v'} \) is expected to equal \( \alpha^{u'+1} k^{(i)} \). Therefore our attack works as follows:

1. Construct a graph whose vertices are labelled by the \( L \) independent keys and \( k^{(0)} \).
2. For each \( k^{(i)} \), where \( 1 \leq i \leq L \), start from a random startpoint \( \Theta_0^{(i)} \) and then create a constant number \( c/2 \) of chains using \( \Theta^{(i)} \).
3. Build several chains for \( k^{(0)} \) starting from an arbitrary startpoint through iteratively computing \( \theta_s \).
4. Search for collisions between on-line distinguished points among all keys. As soon as a collision between \( \Theta_u^{(i)} \) and \( \Theta_{u}^{(j)} \) is found, we add an edge between \( k^{(i)} \) and \( k^{(j)} \) labelled with \( \alpha^{u'+1} \Theta_u^{(i)} + \alpha^{u'+1} \Theta_u^{(j)} \), which is expected to equal \( \alpha^{u'+1} k^{(i)} + \alpha^{u'+1} k^{(j)} \).
5. Search for collisions of distinguished points between all keys and \( k^{(0)} \). Whenever a collision between \( \Theta_u^{(i)} \) and \( \theta_{v'} \) is detected, we add an edge between \( k^{(i)} \) and \( k^{(0)} \) labelled with \( \alpha^{u'+1} \Theta_u^{(i)} + \alpha^{u'+1} \theta_{v'} \), which will be considered to equal \( \alpha^{u'+1} k^{(i)} \).
6. With only a single collision of distinguished points between \( k^{(0)} \) and any of the keys in the giant component, we are able to recover all keys in this connected system.

According to the typical parameters in [FJM14], we expect with \( 2^{n/3} \) independent keys in total, \( c \cdot 2^{n/3} \) queries per key (where \( c \) is a small arbitrary constant) and \( 2^{n/3} \) unkeyed queries, to recover almost all the \( 2^{n/3} \) keys with overwhelming probability. For instance, approximately 98% of the \( 2^{n/3} \) keys can be revealed while \( c = 4 \).

## 5 Mask-Recovery Attacks on Minalpher and OPP in the Multi-key Setting

In this section, we apply our techniques introduced in Section 3 and Section 4 to analyze authenticated encryption algorithms Minalpher and OPP. All our attacks are mounted in the multi-user setting, where Minalpher (resp. OPP) is used under \( L \) keys, with each key chosen uniformly at random and independently from the others.

### 5.1 Authenticated Encryption Algorithm Minalpher and OPP

Minalpher is a second-round candidate of CAESAR competition proposed by Sasaki et al. in an attempt to provide 128-bit security for both of confidentiality and integrity. Not only does it provide some level of the robustness against nonce misuse and unverified plaintext release, it also enjoys an attractive advantage on various platforms, especially in embedded systems. Minalpher supports two modes of operation: message authentication code (MAC) and authenticated encryption with associated data (AEAD). Different functionalities as
these modes provide, they have very similar designs, and our focus is mainly placed on the AEAD mode in the subsequent discussions.

Let \( k \in \{0, 1\}^{n/2} \) be a secret key, \( N \in \{0, 1\}^{n/2-s} \) be a nonce and \( \text{flag} \in \{0, 1\}^s \). In Minalpher, the recommended value of parameters are \( n = 256 \) and \( s = 24 \). Namely, the sizes of the internal permutation and a nonce are 256 bits and 104 bits respectively.

Before the authenticated encryption procedure, internal state is initialized with the string \( k || \text{flag} || N \), which is then updated by applying the (involution) public permutation \( \text{Minalpher-P}^4 \). The corresponding result, usually referred to as a mask and here denoted by \( Q \), is used for the later computations:

\[
Q = (k || \text{flag} || N) \oplus P(k || \text{flag} || N).
\]

The procedure of authenticated encryption is visualized in Figure 3, where \( \varphi_i = y^{2s-1}Q \), \( \psi_i = y^{2s}Q \) and \( \psi'_i = y^{2s-1}(y + 1)Q \). Here \( y \) is a primitive element of \( GF(2^{256}) \), and we ignore the process related to any auxiliary data since it is irrelevant to our attack.

Based on the description above, we know the fundamental component of Minalpher is a tweakable Even-Mansour primitive, which is used for processing message blocks in parallel.

Meanwhile, it is not difficult to see that TEM-1 we study in this present paper naturally generalizes the tweakable Even-Mansour scheme adopted in Minalpher. Specifically, we have

\[
TEM(k, s, m_s) = P(m_s \oplus f(Q, s)) \oplus f(Q, s),
\]

where \( s = 1, 2, \ldots, f(Q, s) = y^{2s-1}Q \), and \( Q = (k || \text{flag} || N) \oplus P(k || \text{flag} || N) \).

**Offset Public Permutation (OPP)** mode is a nonce-respecting AE scheme proposed by Granger et al. at EUROCRYPT 2016. One of the most appealing features of OPP is the generation of tweak-dependent mask, which combines the best of both word-oriented LFSR-based and powering-up-based masking approaches. As a generalization of OCB3 [KR11] to arbitrary block sizes, it obtains remarkable improvements in the simplicity and efficiency. Instantiated with a reduced-round BLAKE2b permutation [ANWW13], OPP achieves a peak speed on an Intel Haswell processor, which is faster than any other permutation-based CAESAR submission. The designers claim that OPP behaves like a random AE up to attack complexity dominated by \( \min\{2^n/2, 2^{|k|}\} \), where \( n \) is the size of the permutation and \( |k| \) is the key length.

\(^4\)Since our attack is structural, it is independent of the particular choices of the public permutation \( P \) of Minalpher. Thus, we refer the interested reader to [STA+15] for specific description.

\(^5\)More precisely, designers of Minalpher represent \( GF(2^{256}) \) with a tower of extensions using two irreducible polynomials, whose specific forms can be found in [STA+15].
Let \( k \) and \( N \) be a secret key and a nonce respectively. Similar to the brief introduction of Minalpher, we here only describe the encryption process of OPP without auxiliary data in Figure 4, where \( Q = P(k || N) \), and \( \varphi, \varphi_2 = \varphi^2 + \varphi + \text{Id} \) are essentially two invertible linear transformations, whose concrete expressions are specified in [GJMN16]. Again, we recognize the tweakable Even-Mansour construction employed in OPP is a specific case of our TEM-1 scheme. More precisely, we have

\[
\text{TEM}(k, s, m_s) = \text{P}(m_s \oplus f(Q, s)) \oplus f(Q, s),
\]

where \( s = 1, 2 \cdots \) and \( f(Q, s) = \varphi_2 \varphi^{-1} Q \).

![Figure 4: Encryption Procedure of OPP with Empty Associated Data](image)

### 5.2 Known-Plaintext Attacks against Minalpher and OPP

Our multi-key analysis on TEM-1 in the known-plaintext setting is applicable for any function \( f(k, t) \) linear in \( k \). Therefore, we can directly utilize the attack algorithm (without any modification) to evaluate the multi-key security of Minalpher and OPP, where our recovery goal is the mask under each independent key.

Now taking Minalpher as an example, we are able to recover almost all masks (i.e. \( Q \)'s) of a group of \( 2^{86} \) independent keys by doing \( 2^{86} \) unkeyed queries and \( 2^{86} \) queries per key. There certainly exist many other tradeoffs between the number of independent keys and the on-line/off-line queries. For instance, provided that the goal is to reveal almost all masks of \( 2^{64} \) independent keys, we need approximately \( 2^{96} \) queries per key and \( 2^{96} \) unkeyed queries.

It is necessary for us to point out the significance of mask-recovery attack against AE scheme, despite the fact that we do not continue to tentatively reveal the secret key. Indeed, for any \( k^{(i)} \), once we obtain \( Q^{(i)} \) which is derived from a certain \( (k^{(i)}, N^{(i)}) \), we are able to achieve the associated ciphertext of arbitrary message string without even inquiring the encryption oracle. Furthermore, we can make valid forgeries of any form under this key/nonce pair. As a result, mask-recovery is to a great extent equivalent to revealing the secret key for large numbers of practical application scenarios.

### 5.3 Blockwise-Adaptive Chosen-Plaintext Attacks on Minalpher and OPP

We now elaborate on mask-recovery attacks on AE algorithms Minalpher and OPP in the blockwise-adaptive chosen-plaintext setting [Bar06, JMV02, FJP04], taking advantage of the technique shown in Section 4.1 and the methodology of Fouque et al. described in Section 2.3. The main idea is to construct chains by using a function based on Minalpher (resp. OPP) and then search for collisions between them.

For Minalpher, the encryption result of the \( s \)-th message block \( m_s \) can be expressed as follows:

\[
\text{TEM}(Q, s, m_s) = \text{P}(m_s \oplus f(Q, s)) \oplus f(Q, s),
\]
where \( s = 1, 2, \cdots \) and \( f(Q, s) = y^{2s-1}Q \). To apply our attack of Section 4.3, we just need to replace \( \beta \) and \( \alpha \) by \( y^{-1} \) and \( y^2 \) respectively. As a downside, this attack requires to reuse nonce to ensure that the mask (i.e. \((k, N)\) pair) under each independent key is unchanged even if we construct only one on-line chain for this key. Specifically, while calculating the \( s \)-th point \( \Theta^{(i)}_s \) from the \((s-1)\)-th point \( \Theta^{(i)}_{s-1} \) on a \( \Theta^{(i)} \) chain, we need to query message block \( y^{2s-1}\Theta^{(i)}_{s-1} \) and \( y^{2s-1}\Theta^{(i)}_{s-1} + \delta \) under the same \( f(Q^{(i)}, s) = y^{2s-1}Q^{(i)} \), which is forbidded in the nonce-respecting model.

As a consequence, only Minalpher with nonce reuse can be analyzed by utilizing the technique of Section 4.3. To provide multi-key analysis of Minalpher and OPP in the nonce-respecting setting, we propose new iterated functions for \( Q^{(i)} \) as:

\[
\Theta^{(i)}_s = \Theta^{(i)}_{s-1} \oplus \alpha^{-s} \beta^{-1} \cdot TEM \left( Q^{(i)}, s, \beta \alpha^{s} \Theta^{(i)}_{s-1} \right) \oplus \alpha^{-(s+1)} \beta^{-1} \cdot TEM \left( Q^{(i)}, s+1, \beta \alpha^{s+1} \Theta^{(i)}_{s-1} \right)
\]

where \( TEM(Q^{(i)}, s, \beta \alpha^{s} \Theta^{(i)}_{s-1}) = P(3 \alpha^{s} \Theta^{(i)}_{s-1} \oplus \beta \alpha^{s} Q^{(i)}) \oplus \beta \alpha^{s} Q^{(i)} \). Keeping in line with the restriction in Section 4, \( \alpha \) and \( \beta \) are also two arbitrary invertible linear transformations.

Likewise, in order to create off-line chains for \( k^{(i)} \), we use the function defined as follows:

\[
\theta_s = \theta_{s-1} \oplus \alpha^{-s} \beta^{-1} \cdot P(3 \alpha^{s} \theta_{s-1} \oplus \beta \alpha^{s+1} \theta_{s-1}).
\]

We remark that the collisions between on-line and off-line distinguished points suffice to get candidate values for the mask. Indeed, as soon as by chance

\[
\alpha^{u} \Theta^{(i)}_{u-1} \oplus \alpha^{u} \theta_{u-1} = \alpha^{u} Q^{(i)},
\]

where \( \Theta^{(i)}_{u-1} \) (resp. \( \theta_{u-1} \)) belongs to a \( \Theta^{(i)} \) (resp. \( \theta \)) chain, the subsequent points of these two chains will keep a favorable relation:

\[
\alpha^{u+\tau} \Theta^{(i)}_{u+\tau-1} \oplus \alpha^{u+\tau} \theta_{u+\tau-1} = \alpha^{u+\tau} Q^{(i)},
\]

where \( \tau = 1, 2, 3, \cdots \).

In this case, we define an on-line distinguished point \( \Theta^{(i)}_{u-1} \) as a point with a value of \( \beta^{-1} \cdot TEM \left( Q^{(i)}, u, \beta \alpha^{u} \Theta^{(i)}_{u-1} \right) \oplus \alpha^{-1} \beta^{-1} \cdot TEM \left( Q^{(i)}, u+1, \beta \alpha^{u+1} \Theta^{(i)}_{u-1} \right) \). Also, an off-line distinguished point \( \theta_{u-1} \) is defined as a point with a value of \( \beta^{-1} \cdot P(3 \alpha^{u} \theta_{u-1} \oplus \beta \alpha^{u+1} \theta_{u-1}). \) Similar to the analysis in Section 4.1 and Section 4.3, whenever a collision between on-line distinguished points among different users, \( \Theta^{(i)}_w \) and \( \Theta^{(i)}_v \), is detected, \( \alpha^{u+1} \Theta^{(i)}_w \oplus \alpha^{v+1} \Theta^{(i)}_v \) is expected to equal \( \alpha^{u+1} Q^{(i)} \oplus \alpha^{v+1} Q^{(i)} \). As soon as an on-line distinguished point \( \Theta^{(i)}_w \) is matched with an off-line distinguished point \( \theta_{v'}, \) \( \alpha^{u+1} \Theta^{(i)}_w \oplus \alpha^{v'+1} \theta_{v'} \) will provide a candidate value for \( \alpha^{u+1} Q^{(i)} \).

Compared with the iterated functions used in Section 4.3, an obvious benefit of our new definitions is that we are able to build one on-line chain without nonce reuse. Nevertheless to apply the previous attack in the nonce-respecting setting, it is not enough to simply replace the iterated functions. The reason is that we have to create a small constant number of chains (rather than only one chain) for each independent mask to ensure there is a single spanner component in the graph with high probability. Hereon, we consider to make full use of the advantage of the blockwise-adaptive chosen-plaintext setting to address this issue. Specifically, for each independent mask, an on-line chain is not terminated when reaching the first distinguished point. By taking a random value as the next point on this chain, we continue the iteration up to the second distinguished point. After repeating this process several times, we can eventually concatenate originally independent chains into one long chain, which makes it possible for us to respect the nonce in the multi-user setting. For the sake of clarity, the process of creating \( \Theta^{(i)}_w \) on a \( \Theta^{(i)} \) chain with three distinguished points is visualized in Figure 5.
Remark 1. The nonce-respecting attack above is not applicable to non-blockwise-adaptive adversaries. Nevertheless, if allowed to reuse the nonce, our analysis can be easily adjusted to such adversary. The core idea is to divide a long chain of a single query into short chains of several short queries, whose lengths are quite small. For instance, we first query $m_1, m_2$ and obtain $c_1, c_2$. Under the same nonce, then query $m'_1, m'_2$, where $m'_1$ is computed based on $c_1$. After repeating this process $2^{n/3}$ times, we finally get $2^{n/3}$ online chains (each is of length 2), which makes it possible to provide a non-blockwise-adaptive analysis.

5.4 Experimental Results

Taking Minalpher as our target, we implemented the above attack using SIMON32 instead of the 256-bit permutation. We simulated $2^{11}$ independent masks and for each mask we built one chain with 3 distinguished points. By using distinguished points containing 11 zeroes and bounding the length of chains to $3 \times 2^{13}$, we successfully generated available chains for all masks. Namely, we were always able to find at least one distinguished point on the chain of each mask after $3 \times 2^{13}$ on-line evaluations. Experimentally, the size of the giant connected component contained 1,999 masks. With a single off-line chain of length $2^{0.27}$, we eventually deduce all masks in the component, which is basically consistent with the theoretical analysis.

6 Conclusion and Future Work

In the present paper, we introduce multi-key collision-based attacks against TEM-1, in both known-plaintext and adaptive chosen-plaintext setting. Some of these attacks are surprisingly efficient, and despite their limitations, we believe they demonstrate the small security margin of TEM-1-based AE schemes against multi-key attacks. By such analysis, we want to raise an alert that public-permutation-based modes seem to be weaker than blockcipher-based modes in the multi-key setting, where the latter takes advantages that blockciphers with independent keys are usually assumed to be independent pseudorandom permutations.

In the multi-key setting, Mouha et al. [ML15] prove that the Even-Mansour block cipher is secure up to $(\tilde{D}^2L + 2\tilde{D}T)/2^n$, where $\tilde{D}$ (resp. $T$) represents the total number of keyed (resp. unkeyed) queries. It is not clear whether TEM-1 has the same security bound,
and we are not able to show that our generic attack is optimal. Further exploration of these questions is left to future work.
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